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(57) ABSTRACT 

Microwave examination of individuals is carried out by trans­
mitting microwave signals from multiple antenna locations 
into an individual and receiving the backscattered microwave 
signals at multiple antenna locations to provide received sig­
nals from the antennas. The received signals are processed to 
remove the skin interface reflection component of the signal 
and the corrected signal data are provided to a hypothesis 
testing process. In hypothesis testing for detecting tumors, 
image data are formed from the test statistic used to perform 
a binary hypothesis test at each voxel. The null hypothesis 
asserts that no tumor is present at a candidate voxel location. 
The voxel threshold is determined by specifying a false dis­
covery rate to control the expected proportion of false posi­
tives in the image. When the test statistic value associated 
with a voxel is greater than the threshold, the null hypothesis 
is rejected and the test statistic is assigned to the voxel. For 
voxels where the test statistic falls below the threshold, the 
null hypothesis is accepted and the voxel value is set to zero. 
The resulting image indicates the locations or other charac­
teristics of detected tumors. 
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MICROWAVE-BASED EXAMINATION USING 
HYPOTHESIS TESTING 

REFERENCE TO GOVERNMENT RIGHTS 

2 
tion: Localization of tumors in three dimensions," IEEE 
Transactions on Biomedical Engineering, vol. 49, no. 8, 
August 2002, pp. 812-822. 

This approach has been extended using space-time beam-

This invention was made with United States government 
support awarded by the following agencies: NIH CA092188. 
The United States government has certain rights in this inven­
tion. 

5 forming. E. J. Bond, et al., "Microwave Imaging Via Space­
Time Beamforming for Early Detection of Breast Cancer," 
IEEE Trans. Antennas and Propagation, Vol. 51, No. 8, 
August 2003, pp.1690-1705; S. K. Davis, et al, "Microwave 
imaging via space-time beamforming for early detection of 

FIELD OF THE INVENTION 
10 breast cancer: Beamformer design in the frequency domain," 

Journal of Electromagnetic Waves and Applications, vol. 17, 
no. 2, 2003, pp. 357-381; andX. Li, et al, "Microwave imag­
ing via space-time beamforming: Experimental investigation The present invention pertains generally to the field of 

medical examination and imaging and particularly to micro­
wave examination of tissue for the detection and location of 15 

tumors. 

BACKGROUND OF THE INVENTION 

Various imaging techniques have been employed for 20 

detecting and locating cancerous tumors in body tissue. X-ray 
and ultrasound imaging techniques are commonly utilized in 
screening for breast cancer. X-ray mammography is the most 
effective current method for detecting early stage breast can­
cer. However, X-ray manm10graphy suffers from relatively 25 

high false positive and false negative rates, requires painful 
breast compression, and exposes the patient to low levels of 
ionizing radiation. 

Microwave based imaging methods have been proposed 
for use in imaging of breast tissue and other body tissues as an 30 

alternative to current ultrasound and X-ray imaging tech­
niques. Microwave imaging does not require breast compres­
sion, does not expose the patient to ionizing radiation, and can 
be applied at low power levels. Microwave-based imaging 
exploits the contrast in dielectric properties between normal 35 

and malignant tissue. With microwave tomography, the 
dielectric-properties profile of an object being imaged is 
recovered from measurement of the transmission of micro­
wave energy through the object. This approach requires the 
solution of an ill-conditioned nonlinear inverse-scattering 40 

problem which requires elaborate image reconstruction algo­
rithms. An alternative microwave imaging approach is based 
on microwave radar methods that use the measured scattered 
signal to infer the locations of significant sources of scattering 
in the object being imaged, and are simpler to implement and 45 

more robust. Microwave radar methods require the focusing 
of the received signal in both space and time to discriminate 
against clutter and to obtain acceptable resolution. This may 
be accomplished with an antenna array and ultra-wideband 
microwave probe signals. For a discussion of this approach, 50 

see, S. C. Hagness, et al., "Two-Dimensional FDTDAnalysis 
of a Pulsed Microwave Confocal System for Breast Cancer 
Detection: Fixed Focus and Antenna-Array Sensors," IEEE 
Trans. Biomed. Eng., Vol. 45, Dec., 1998, pp. 1470-1479; S. 
C. Hagness, et al., "Three-Dimensional FDTD Analysis of a 55 

Pulsed Microwave Confocal System for Breast Cancer 
Detection: Design of an Antenna-Array Element," IEEE 
Trans. Antennas and Propagation, Vol. 47, May, 1999, pp. 
783-791; S. C. Hagness, eta!., "Dielectric Characterization of 
Human Breast Tissue and Breast Cancer Detection Alga- 60 

rithms for Confocal Microwave Imaging," Proc. of the 2nd 

World Congress on Microwave and Radio Frequency Pro­
cessing, Orlando, Fla., April, 2000; X. Li and S. C. Hagness, 
"A Confocal Microwave Imaging Algorithm for Breast Can­
cer Detection," IEEE Microwave and Wireless Components 65 

Letters, Vol.11, No. 3, March, 2001, pp.130-132; and E. Fear, 
et al, "Confocal microwave imaging for breast cancer detec-

of tumor detection in multi-layer breast phantoms," IEEE 
Transactions on Microwave Theory and Techniques, vol. 52, 
no. 8, August 2004, pp.1856-1865. See also U.S. published 
patent application 2003/0088180 Al, "Space-Time Micro­
wave Imaging for Cancer Detection," published May 8, 2003, 
the disclosure of which is incorporated by reference. 

SUMMARY OF THE INVENTION 

Microwave based examination for cancer detection m 
accordance with the invention overcomes many of the limi­
tations of conventional breast cancer screening modalities. 
The invention exploits the dielectric-properties contrast 
between malignant and normal breast tissue at microwave 
frequencies by taking advantage of the biophysical contrast 
mechanisms of clinical interest, such as water content, vas­
cularization/angiogenesis, blood flow rate, and temperature, 
with the potential for sensitivity and resolution sufficient to 
allow reliable detection of extremely small (millimeter size) 
malignant tumors even inradiographically dense breast tissue 
or in the upper outer breast quadrant near the chest wall. The 
invention utilizes non-ionizing microwave radiation, is non­
invasive, does not require the injection of contrast agents, 
avoids the need for breast compression, and has the potential 
to reduce the number of false positives associated with con­
ventional X-ray mammography and thereby reduce the num­
ber of unnecessary biopsies. Because low-power microwave 
exposure is harmless, exams may be done more frequently 
than with X-ray mammography, and monitoring and com­
parison of breast scans from one exam to the next can be used 
to identify changes in lesions due to vascularization and the 
growth of cancerous tissue. Further, discrimination between 
malignant and benign tumors may also be possible based on 
spectral and polarization characteristics of benign and malig­
nant tumors. The invention may be implemented utilizing 
relatively low-cost hardware, allowing reduced cost screen­
ing procedures and allowing routine screening to be made 
more widely available to medically under-served populations 
in both developed and underdeveloped countries. Further, the 
safety of imaging techniques, the comfort of the procedure 
(no breast compression required), the ease of use, and the low 
cost of the scanning procedure should help to improve accep­
tance by the public ofregular (e.g., annual) screenings. 

In hypothesis testing for detecting tumors in accordance 
with the invention, image data are formed from the test sta­
tistic used to perform a binary hypothesis test at each voxel 
(volume pixel). The null hypothesis asserts that no tumor is 
present at the corresponding breast location. The voxel 
threshold is determined by specifying a false discovery rate 
(FDR) to control the expected proportion of false positives in 
the image. When the test statistic value associated with a 
voxel is greater than the threshold, the null hypothesis is 
rejected and the test statistic is assigned to the voxel. For 
voxels where the test statistic falls below the threshold, the 
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crete frequency signals that can be combined to provide the 
effect of a broadband pulse source or a signal that is swept in 
frequency (e.g., a frequency "chirp" signal). A computer is 
connected to receive the signal data and to carry out the 

null hypothesis is accepted and the voxel value is set to zero. 
The resulting information indicates the locations of detected 
tumors in the breast, and large values of test statistic at the 
detected tumor site (which may be represented by a selected 
color or a darker grey scale value for a pixel on a two­
dimensional visual display) suggest relatively high confi­
dence in the decision to reject the null hypothesis. 

Data are obtained by sequentially illuminating the breast 
with an ultrawideband (UWB) pulse or its equivalent and 
recording scattered time series data oflength Nin each chan­
nel for each of the M antennas in the array. The time series in 
each channel contains contributions of the following nature: 
antenna reverberation, reflection from the skin-breast inter­
face, clutter due to the heterogeneous dielectric properties of 
normal breast tissue, backscatter from possible tumors, and 
noise. The first two contributions are preferably removed by 
preprocessing the data with an artifact removal process. After 
artifact removal, the channel time series of received backscat-

5 hypothesis test processing. The computer is also preferably 
programmed to carry out artifact removal by estimating an 
artifact reflection component of a signal at each antenna as a 
filtered combination of the signals at all other antennas and 
subtracting the estimated artifact reflection component from 

10 the signal data to provide corrected signal data. The weights 
of the filters are chosen to minimize a residual signal over that 
portion of the received data dominated by the reflection. The 
computer is programmed to then carry out hypothesis testing 

15 
on the corrected signal data as set forth above. An output 
display device such as a cathode ray tube, LCD screen, etc. 
may be connected to the computer to display the output as a 
function of scanned locations, providing an image on which 

ter is assumed to contain only signal, clutter, and noise com­
ponents. Space-time vectors for the data y, signal ocs (8), 20 

clutter c, and noise n are formed by stacking the time-series 
vectors in each channel to obtain y=as(8)+c+n, where 8 is a 
vector of parameters ( e.g., location, size, density) that param­
eterizes the scattering scenario, and a denotes scattering 
amplitude. If no scatterer is present at a candidate location 25 

(i.e., at a selected voxel), then a=0. Thus the null hypothesis 

cancerous lesions may be distinguished from surrounding 
tissue. 

Further objects, features and advantages of the invention 
will be apparent from the following detailed description when 
taken in conjunction with the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

In the drawings: is a=0, while the alternative hypothesis is a;,0. In general the 
statistics of the clutter are unknown. It is reasonable to assume 
the electronic noise is white, although the variance is 
unknown. Hence, this is a two-sided composite hypothesis 
test and a uniformly most powerful detector does not exist. 
The present invention may be carried out utilizing the gener­
alized likelihood ratio test (GLRT). 

FIG. 1 is a block diagram of a microwave based system in 
accordance with the invention for transmitting and receiving 

30 using the same antenna. 

The GLRT is a test based on likelihood ratios where the 

FIG. 2 is a block diagram of a further embodiment of a 
microwave system in accordance with the invention provid­
ing simultaneous transmission and reception with all anten­
nas. 

FIG. 3 is an illustrative view of an antenna array and its 
utilization in the present invention. 

FIG. 4 is a block diagram illustrating the process of artifact 
removal from a backscattered signal at the first antenna (an­
tenna 1). 

FIG. 5 is a block diagram as shown in FIG. 4 with the 
addition of a component to reduce distortions from the skin 
response removal process. 

unknown parameters are replaced by their maximum likeli- 35 

hood estimates. It is assumed the clutter and noise are zero­
mean Gaussian distributed and that the clutter plus noise 
covariance matrix R is estimated separately. In this case, the 
GLRT statistic tis the ratio of the sample variances under the 
two hypotheses ( scatterer or no scatterer at the candidate 40 

location) and is expressed as t=(NM-l)(xrPx)/(xrP_i_x) 
where x=R- 112y is the whitened measured data, P=R- 112s(8) 
[sr(8)R- 1s(8)r 1sr(8)R- 112

, and P_i_=I-P. FIG. 6 are time waveforms showing skin artifact removal, 
with the solid curve showing the original waveforms and the 

45 dashed curves corresponding to the waveforms after applica­
tion of the skin artifact removal algorithm. 

The threshold for the GLRT is selected to control the FDR 
ofan image. The FDR is defined as the expected proportion of 
falsely rejected null hypotheses in an image. To control the 
FDR at a given rate, the p-values associated with the hypoth­
esis tests are sorted in ascending order and compared to a line. 
The largest p-value to fall below the line is taken as the 
p-value threshold. Then all hypotheses with p-values below 
or equal to the threshold are rejected. Under the null hypoth­
esis the test statistic can be shown to be central F-distributed. 
Under the alternative hypothesis, the test statistic is either 
singly or doubly noncentral F-distributed, and the noncentral-

FIG. 7 is an exemplary two-dimensional (2-D) numerical 
model of a heterogeneous breast with a 2 mm diameter tumor 
centered in the figure at (5.0,3.l)cm, with the dots on the skin 

50 surface representing antenna positions. 

ity parameters represent the signal to noise ratio and any loss 55 

due to mismatch between the assumed signal vector s(8) and 
the true underlying signal vector. 

A microwave system that carries out tumor detection in 
accordance with the invention includes an array of antennas 
for radiating and receiving microwaves, a microwave source 60 

connected to the array of antennas to provide microwave 
signals such as pulse signals of a selected width and repetition 
rate to the antennas, and a receiver connected to the antennas 
to detect the microwave signals received by the antennas and 
provide signal data corresponding thereto. The system of the 65 

invention may also utilize a microwave source which pro­
vides the equivalent of a wide bandwidth pulse, such as dis-

FIG. 8 illustrates an image of the thresholded test statistics 
in dB for the generalized likelihood ratio test (GLRT) with 
PFA=l0-5 for backscatter from the model of FIG. 7 without 
clutter whitening. 

FIG. 9 illustrates an image of the thresholded test statistics 
for the GLRT with whitened backscatter from the numerical 
model of FIG. 7. 

FIG. 10 illustrates an image of the thresholded test statis­
tics for whitened backscatter from an FDTD model with two 
2-mm diameter tumors that are vertically aligned. 

FIG. 11 illustrates a 3-D image of the thresholded test 
statistics for backscatter from a physical breast phantom with 
a single 4-mm diameter, 4-mm-tall cylindrical tumor 
approximately centered at (0 cm, 0 cm, 2 cm). 

FIG. 12 shows a summary of detected scatterers for the 
single-tumor physical breast phantom using an iterative 
application of the GLRT. The dots numbered 1 through 3 
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represent the peak test statistic values and locations for itera­
tions 1 through 3, respectively. 

6 
The goal of conventional microwave tomography is the 

recovery of the dielectric-properties profile of an object from 
measurement of the transmission and scattering of micro­
wave energy through the object. In contrast, imaging in accor-

FIG. 13 illustrates a 3-D image of the thresholded test 
statistics for backscatter from an exemplary 2-tumor physical 
breast phantom with 4-mm diameter, 4-mm tall cylindrical 
tumors approximately centered at (-1 cm, 0 cm, 2 cm) and 
( +1 cm, 0 cm, 2 cm). 

FIG. 14 shows a summary of detected scatterers for the 
2-tumor physical breast phantom using an iterative applica­
tion of the GLRT. The dots numbered 1 through 3 represent 
the peak test statistic values and locations for iterations 1 
through 3, respectively. 

5 dance with the invention need be carried out only to identify 
the presence and location of strong scatterers in the breast. 
Consequently, the need to solve a challenging, ill-conditioned 
nonlinear inverse-scattering problem is avoided. Early active 
microwave backscatter techniques were unsuccessful 

FIG. 15 are graphs illustrating the performance of the 
GLRT when P FA=l0-

5 and mismatch is introduced, illustrat­
ing Pd for several cases of mismatch as a function of signal to 
noise ratio (SNR). 

10 because they used a single antenna location for transmitting 
and receiving and thus had no possibility of spatially focusing 
the backscattered signal. The use of an antenna array and 
short pulses enables focusing in both space and time, signifi­
cantly enhancing the response from malignant lesions while 

15 minimizing clutter signals, thereby overcoming challenges 
presented by breast heterogeneity and enabling the detection 
oflesions as small as 1-2 mm. Resolution is not determined 
by the wavelength of the microwave excitation. Rather, the 

FIG. 16 are graphs illustrating mismatch loss as a function 
oflocation error for a test tumor of 2-mm diameter located at 
(5.0,2.1 )cm, with the location error being the horizontal or 
vertical offset between the true tumor location and the test 20 

location. 

spatial extent of the array aperture measured in wavelengths 
and the temporal duration of the pulse are the dominant fac­
tors in determining the resolution limit. 

Preliminary measurements suggest that the contrast 
between the dielectric properties of normal breast tissue and 
some benign lesions is negligible, in which case benign 

FIG. 17 are graphs illustrating mismatch loss as a function 
of both tumor location and tumor size for a test tumor having 
a 2-mm diameter which is centered at (5.0,2.1 )cm, while the 
true tumor diameter and location are varied, with the location 
errors restricted to offsets along the depth axis. 

DETAILED DESCRIPTION OF THE INVENTION 

25 lesions would not act as strong microwave scatterers, allow­
ing discrimination of benign and cancerous lesions. Further­
more, in contrast to conventional microwave tomography, 
morphology-dependent characteristics of lesions can be 
exploited, such as spectral and polarization signatures, as 

30 well as the enhanced backscatter due to vascularization of In one embodiment for carrying out the invention, each 
antenna in an array of antennas sequentially transmits wide­
band signals providing an effective low-power ultra-short 
microwave pulse into an object to be examined, such as the 
breast, and collects the backscatter signal. The relative arrival 
times and amplitudes ofbackscattered signals received by the 35 

antennas across the antenna array provide information that 
can be used to detect the presence and determine the location 
of malignant lesions. Breast carcinomas act as significant 
microwave scatterers because of the large dielectric-proper­
ties contrast with the surrounding tissue. The problem of 40 

detecting and localizing scattering objects using pulsed sig­
nals and antenna arrays is similar to that encountered in radar 
systems, such as those used for air traffic control, military 
surveillance, and land-mine detection. 

Data in published literature and from our measurements on 45 

freshly excised breast biopsy tissue suggest that the malig­
nant-to-normal breast tissue contrast in dielectric constant, Er, 

and conductivity, a, is as high as 10: 1, depending on the 
density of the normal tissue. The higher dielectric properties 
of malignant breast tissue arise, in part, from increased pro- 50 

tein hydration and a breakdown of cell membranes due to 
necrosis. The contrast ratio does not vary significantly with 
tumor age, which suggests the potential for detecting tumors 
at the earliest stages of development. Microwaves offer 
exceptionally high contrast compared to other imaging 55 

modalities, such as X-ray mammography, which exploit 
intrinsic contrasts on the order of a few percent. Data in 
published literature suggest typical attenuation is less than 4 
dB/cm up through 10 GHz, indicating that commercial micro­
wave instrumentation with 100 dB of dynamic range is 60 

capable of imaging through 25 cm of tissue. The present 
invention preferably uses microwave pulses that are on the 
order of 100 ps in duration, with peak powers on the order of 
a few milliwatts-approximately 11100th of the power of a 
typical cellular phone. Assuming a pulse repetition frequency 65 

of 1 MHz and a maximum scan depth of 10 cm, an array of 
100 antennas could be sequentially scanned in 0.1 seconds. 

malignant tumors, to further distinguish cancerous lesions 
from other scattering structures. In addition, change in lesion 
size is reflected in the backscattered spectral characteristics 
and signal-to-clutter ratio. 

An exemplary microwave examination system which may 
be utilized in accordance with the invention which provides 
transmission and reception with the same antenna is shown 
generally at 20 in FIG.1. The system 20 includes a microwave 
signal generator 21 which is supplied, on a line 22, with clock 
pulses from a clock 23. The output of the signal generator 21, 
which as described below may be short broadband pulses or 
an equivalent signal synthesized from multiple discrete fre­
quencies, from a frequency swept (chirp) signal, etc., is pro­
vided on a line 25 to a power amplifier 26, the output of which 
is provided on a line 27 to a directional coupler 28. The output 
of the directional coupler 28 is provided on a line 30 to a 
switching system 31 which selectively directs the power from 
the line 30 to lines 33 leading to each of the antennas 35 which 
are arranged in an array 36 of antennas ( e.g., a rectangular or 
circular array or other desired geometry). An array of anten­
nas may be effectively provided by using one antenna 35 and 
moving it from position to position to collect data at each 
position, although the forming of a "virtual" array in this 
manner is not preferred. Further, the array may be formed to 
partially surround the object being imaged: for example, for 
use in breast imaging the array may be formed to encircle the 
pendant breast. The antennas 35 and other microwave com­
ponents should be wideband and preferably operate in the 
1-10 GHz range. Examples of wideband antenna designs that 
may be utilized are the "bowtie" and Vivaldi type antennas 
and horn antennas designed for wideband operation. See X. 
Li, et al, "Numerical and experimental investigation of an 
ultrawideband ridged pyramidal-horn antenna with curved 
launching plane for pulse radiation," IEEE Antennas and 
Wireless Propagation Letters, vol. 2, pp. 259-262, 2003. The 
switch 31 is formed to selectively provide microwave power 
individually to the antennas 35 from the directional coupler 
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28 and to receive a signal from that antenna which is directed 
back through the switch 31 to the directional coupler 28. The 
directional coupler 28 sends the received signal on a line 38 to 
a low noise amplifier 40, the output of which is provided on a 
line 41 to a receiver 42. The receiver 42 also receives clock 5 

pulses on a line 43 from the clock 23. The clock pulses on the 
line 43 allow the receiver 42 to time the onset of pulses of 
microwave power supplied from the signal generator 21 to 
allow correlation in time of the received signal with respect to 
the transmitted signal. Alternatively, the power output from 10 

the signal generator 21 may be provided through a power 
splitter to the receiver 42 to allow time correlation. The signal 
generator 21, which may include a computer or digital pro­
cessor, generates appropriately timed and shaped output 
pulses, discrete frequencies, chirps, etc., as required for the 15 

type of microwave transmission being utilized. The receiver 
42 may be of conventional construction, providing detection 
of the received microwave signal and conversion of the 
detected signal to digitized data, e.g., with sampling of the 
received signal after each pulse to build up a digitized wave- 20 

form, with the digitized data being provided to a digital signal 
processor of conventional design within the receiver 42 or to 
an appropriately programmed computer 44 ( e.g., a general 
purpose PC, a dedicated digital signal processor, etc.) all of 
which will be referred to herein generally as a "computer." It 25 

is understood that any type of computer that can be pro­
grammed to carry out the signal/data processing set forth 
herein may be utilized. The receiver 42 or the separate com­
puter 44 processes the data to provide image data which may 
be displayed on a display device 45, such as a video display 30 

terminal, or which may be transmitted to a recording device 
46 such as a magnetic disk or CD ROM for long-term storage, 
or transmitted for printout, further data processing, etc. In 
accordance with the invention, detection of tumors using 
hypothesis testing is carried out in a computer in the receiver 35 

42 or a separate computer 44 on the data received from the 
antennas, as described further below. Further, signal process­
ing is preferably employed to carry out a reflection artifact 
subtraction process ( e.g., for the skin interface response or the 
antenna response) to reduce the effect of the artifact response 40 

on the received image data. The system of the invention may 
be implemented with equipment specially constructed for the 
purpose of the invention or with commercial equipment such 
as vector network analyzers or their equivalent. As an 
example only of commercial instruments that may be utilized, 45 

the signal generator 21, amplifiers 26 and 40, directional 
coupler 28, receiver 42 and clock 23 may be implemented in 
an Agilent Performance Network Analyzer model E8364A, 
particularly for the discrete frequency based approach, and 
the computer 44 may be connected to control the signal gen- 50 

erator 21 and the switch 31. 

8 
the desired microwave radiation from the antenna array 64, 
e.g., focusing of radiated power from the array 64 to selected 
points in the target object. The signals picked up by each 
antenna 63 are transmitted back on the line 61 to the direc-
tional coupler 60. The directional couplers provide the 
received signals on lines 65 to low noise amplifiers 66, the 
outputs of which are provided on lines 68 to a receiver 70. The 
receiver 70 also receives the clock pulses from the clock 53 on 
a line 71 to allow the receiver 70 to time the received signals 
with respect to the transmitted signals. The receiver 70 detects 
the microwave signal on a line 68 and converts the received 
signal to digital waveform data which is processed by a digital 
signal processor or a computer 72 in accordance with the 
invention. The image data from the computer 72 or digital 
signal processor may be displayed, e.g., on a video display 
terminal 73, or provided to a storage device 74, e.g., CD 
ROM, magnetic disk, tape, etc. for long-term storage, or 
transmitted for other purposes. 

With reference to FIG. 3, an antenna array device which 
may be utilized in the system of the invention is shown gen­
erally at 80, having a face 81 over which are distributed 
multiple individual antennas 82 arranged in a two-dimen­
sional array at known locations. The individual antenna ele­
ments 82 may have the "bow-tie" shape as shown or any other 
shapes as desired, as discussed above. The array device 80 
may be utilized as the antenna array 36 of FIG. 1, with the 
antenna elements 82 corresponding to the antennas 35, or as 
the antenna array 64 of FIG. 2, with the antenna elements 82 
corresponding to the antennas 63. For purposes of illustra­
tion, the antenna array device 80 is also shown in FIG. 3 
placed adjacent to the breast 85 or other portion of the body to 
be imaged, preferably utilizing a matching element 86, such 
as a liquid filled bag, which conforms to the contour of the 
breast or other part of the body being imaged to minimize air 
gaps and unwanted reflections of microwave energy. It is 
understood that FIG. 3 is presented for illustration only, and 
other arrangements may be used, e.g., an array of antennas 
encircling the breast of a prone patient. While the invention is 
illustrated herein with regard to breast imaging, it is under­
stood that the present invention may be utilized for examining 
other parts of the body of an individual. 

To achieve the best resolution of the reconstructed image, 
the radiated microwave pulse is preferably relatively short 
( e.g., about 100 ps ), and thus has a wideband of frequency 
content, typically from O to 20 GHz and with significant 
energy in the frequency range of 1 GHz to 10 GHz. It is 
understood that as used herein, signals equivalent to a short, 
wideband pulse may be used and are included within any 
reference to pulse excitation herein. Such equivalent signals 
are known to those of ordinary skill, and include, for example, 
multiple serially applied discrete frequency signals and fre-
quency chirped signals. Thus, it is desirable to utilize anten­
nas that are suitable for transmitting and receiving such short 
pulses or equivalent wideband signals with minimum distor-

A system in accordance with the invention which may be 
utilized for simultaneous transmission from each antenna is 
shown generally at 50 in FIG. 2. The system 50 includes a 
signal generator 51 which receives a clock pulse on a line 52 
from a clock 53. The output of the signal generator 51 is 
provided on a line 54 to signal processing circuitry 55 which 
distributes the microwave ( e.g., pulse) output on lines 57 to 
power amplifiers 58. Each of the power amplifiers 58 pro­
vides its output on a line 59 to a directional coupler 60, the 
output of which is provided on a line 61 to an individual 
antenna 63. The antennas 63 are arranged to form an array 64 

55 tion or elongation. It is desirable that the pulse radiating 
antenna have a constant sensitivity and a linear phase delay 
over the bandwidth of the incident electromagnetic pulse in 
the frequency domain. It is also desirable that the antenna 
design suppress both feed reflection and antenna ringing, and 

60 that the antenna have a smooth transition from the cable 

of antennas, e.g., a rectangular array of antennas arranged in 
rows and colunms, and non-rectangular or non-planar arrays 
may also be utilized. The signal processing circuitry 55 dis- 65 

tributes the pulse of microwave or its equivalent on each of its 
output lines 57 with frequency dependent filtering to provide 

impedance at the feed point to the impedance of the immer­
sion medium at the radiating end of the antenna. The return 
loss should be low in magnitude as less return loss means 
more power is transmitted to the antenna. Ideally, the return 
loss should be constant over the required bandwidth so that 
the spectrum of the transmitted power is flat and should have 
a linear phase delay across the frequency band so that the 
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radiated waveform will not be dispersed. Other desirable 
properties include a well-defined polarization, constant gain, 
and low side lobes in the radiation pattern. Resistively loaded 
cylindrical and conical dipole (monopole), and bow-tie 
antennas can be utilized for radiating temporally short, broad 
bandwidth pulses. Resistive loading can be utilized to reduce 
the unwanted reflections that occur along the antenna and the 
associated distortion of the radiated signal. Spiral antennas 
and log-periodic antennas have also been designed to achieve 
wide bandwidth. Spectrum shaping and RF filtering may be 
needed to enhance the frequency performance of these anten­
nas. Specialized antennas designed for pulse radiation may 
also be utilized. An example of a suitable antenna that is 
designed for short pulse radiation is shown and described in 
U.S. Pat. No. 6,348,898, issued Feb. 19, 2002. 

As an example, the present invention was applied to simu­
lated backscatter data generated from finite-difference time­
domain (FDTD) computational electromagnetics simulations 
of microwave propagation in the breast. The anatomically 
realistic breast model was derived from a high-resolution 3-D 
breast MRI (magnetic resonance imaging) obtained during 
routine patient care at the University of Wisconsin Hospital 
and Clinics. The face-down images of the pendant breast were 
digitally rotated, vertically compressed, and laterally 
expanded to create high-resolution images of the naturally 
flattened breast of a patient in a supine position as illustrated 
in FIG. 7. Then, each voxel was assigned the appropriate 
values of Er and a. The 2-D model is incorporated into FDTD 
simulations for a co-linear 17-element monopole antenna 
array spanning 8 cm along the surface of the breast (with the 
antenna elements shown by the black dots in FIG. 7). Each 
antenna is excited with an ultrashort differentiated Gaussian 
pulse (temporal width of 110 ps, bandwidth of9 GHz) and the 
backscattered response at the same antenna element is com­
puted. This process is repeated for each element of the array, 
resulting in 17 received backscattered waveforms. The result­
ing FDTD-computed backscatter waveforms represent the 
scattering effects of the skin-breast interface (artifact), het­
erogeneous normal breast tissue (clutter) and the malignant 
tumor (signal). 

10 
The methods described above assume only one antenna is 

transmitting and receiving at any point in time. This process 
involves sequentially stepping through the array. If an 
antenna array with multiple receive channels is used, as 

5 shown in FIG. 2, then a multitude of different transmit-re­
ceive strategies are possible. Hypothesis testing and skin 
response removal algorithms may be utilized in which all 
antennas receive simultaneously. Transmit strategies may 
also be utilized that focus the transmitted energy on a given 

10 region of the breast. The transmit and receive focus location is 
then scanned throughout the breast to form the image of 
statistically significant scatterers. Such scanning may be uti­
lized to improve resolution and robustness to artifacts, noise, 
and clutter. The signal parameters used to focus the transmis-

15 sion are the relative transmit time and signal amplitude in 
each antenna. Effective focusing may also be carried out by 
software processing of the received signal data without actual 
focusing of the transmittal microwaves. After a lesion is 
located, if appropriate, the transmitted energy from the anten-

20 nas may be focused on the lesion at a higher power level to 
heat and destroy the lesion. 

Methods may be employed for assessing changes in lesion 
size from images obtained at different points in time. Both the 
spatial extent of the scattering region as well as the total 

25 power returned may increase from one scan to the next if the 
tumor undergoes angiogenesis and growth. Tracking this 
growth would be useful in the diagnosis of malignant lesions. 
Both the spatial extent of the scattering region and the total 
power returned may decrease if cancerous cells in the lesion 

30 are destroyed. Monitoring the decrease in lesion size would 
aid in assessing the effect of radiation therapy, chemotherapy, 
and/or thermotherapy. Use of absolute estimated tumor 
power is problematic due to expected variation from one 
measurement to the next. Frequency dependent scattering 

35 effects will also vary with tumor size and provide another 
means for assessing changes over time. 

An exemplary sensor in the imaging system of the inven­
tion may include a microwave vector reflectometer (the pulse 
generator 21, 51 and receiver 42, 70, and may include the 

40 associated amplifiers and directional couplers) and a low­
reverberation ultrawideband transmitting/receiving antenna. 
A low-noise commercial vector network analyzer (VNA) 
with a time-domain option may be used for the vector reflec­
tometer. The dynamic range of a VNA of this type is sufficient 

The skin response subtraction process estimates the skin 
component of the signal at each antenna as a filtered combi­
nation of the signals at all other antennas. The filter weights 
are chosen to minimize the residual signal over that portion of 
the received data dominated by the reflection from an inter­
face with the object being imaged such as the skin-breast 
interface. The results show that the skin response effect is 
removed at the expense of energy from the tumor bleeding 
throughout the image. This occurs because the skin response 50 

subtraction algorithm used somewhat distorts the response 
from the tumor. 

45 to detect small malignant tumors up to depths of 5 .0 cm in the 
breast. 

The strategy for detection is to identify the presence and 
location of strong scatterers in the breast, rather than to 
attempt to reconstruct the dielectric-properties profile of the 
breast interior. As a result, the approach overcomes the fun­
damental computational limitations and related vulnerabili-
ties to noise of conventional narrowband microwave tomog­
raphy. The use of spatial and temporal focusing can enhance 
the response from malignant lesions while minimizing clutter 

Removal of the response from the skin-breast interface is 
critical for lesion detection, as this response is orders of 
magnitude larger than the tumor response. This response may 
be removed at the expense of some distortion of the tumor 
response. The distortion is known since it is a function of the 
weights used for skin response removal, allowing processing 
to be carried out for reducing or eliminating the tumor 
response distortion. 

The skin response removal algorithm estimates the skin 
response at each antenna. The skin response is a known func­
tion of the skin thickness and the dielectric properties of the 
skin and breast. This fact may be exploited in processes for 
estimating these properties from the skin response. The aver­
age breast dielectric properties may then be used as a calibra­
tion step to choose the best system design for each patient. 

55 signals, thereby overcoming challenges presented by breast 
heterogeneity. Space-time focusing achieves super-resolu­
tion, enabling the detection of extremely small ( <5 mm in 
diameter) malignant lesions with harmless low-power micro­
wave signals. The need for breast compression is eliminated, 

60 and the breast tissue can be imaged with the patient lying 
comfortably on her back. This enables detection of tumors 
located near the chest wall or in the quadrant near the under­
arm where an estimated 50% of all breast tumors occur. 

Reflection artifact removal (such as skin response 
65 removal), and detection of tumors by hypothesis testing in 

accordance with the invention are discussed in further detail 
below. These processes may be carried out in a separate 
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computer ( e.g., the computer 44 of FIG. 1 or 72 of FIG. 2), or 
in a digital signal processor of the receiver (e.g., the receiver 
42 of FIG. 1 or the receiver 70 of FIG. 2), both of which will 
be referred to herein as a computer, that is programmed to 
carry out the processing on the digitized waveform signal data 5 

for each antenna that is provided by the receiver. 
The following describes the artifact removal and hypoth­

esis testing methods in mathematical expressions which are 
implemented in the computer and/or digital signal processors 
of the systems of FIGS. 1 and 2. Lower and upper case 10 

boldface Roman type is used to denote vector and matrix 
quantities, respectively. Superscript * represents the complex 
conjugate and superscripts T, H, and -1 represent the matrix 
transpose, complex conjugate transpose, and inverse, respec-

15 
tively. 

Reflection Artifact Subtraction 
A reflection artifact removal process is preferably carried 

out on the data received from the antennas to remove large 
reflection artifacts, such as the energy reflected from the ends 20 

of the antenna and feed and from the skin-breast interface. 
These reflections are typically orders of magnitude greater 
than the received backscatter signal. This reflection artifact 
removal or subtraction process will be described below for the 
example of removal of the skin-breast interface response. The 25 

skin response removal process forms an estimate of the 
response associated with the skin-breast interface and sub­
tracts it from the recorded data. 

12 
q=[ q2 r, ... ,'lNrf be the concatenation of FIR filter coeffi­
cients from channels 2 through N. The optimal filter weight 
vector is chosen to satisfy 

no+m-1 

q=argmin ~ lb1[n]-qTb2N[n]l
2 

q 
n=no 

(2) 

where Ila is the time that approximates when the skin arti­
fact begins and mis the duration of the received signal that is 
dominated by the skin artifact. The solution to this minimi­
zation problem is given by 

1 no+m-1 

R = M ~ b2N[n]bIN[n] 
n=no 

1 no+m-1 

p = M ~ b2N[n]bi[n] 
n=no 

(3) 

(4) 

(5) 

The fact that there is a high degree of correlation among the 
skin artifacts in the N channels results in the sample covari­
ance matrix R being ill-conditioned. If R is ill-conditioned, 
then the matrix inversion in equation (3) can result in a solu-The following discusses the preferred solution of the skin 

response removal problem in further detail. See also E. J. 
Bond, et al., August 2003, supra and published patent appli­
cation 2003/0088180 Al. 

30 tion for q that has very large norm and thus amplifies noise. In 
order to prevent this, we replace R with the low rank approxi-

Consider an array of Nantennas and denote the received 
signal at the i th antenna as b,(t). Each received signal is con-

35 
verted to a sampled waveform, b,[n], by anA/D converter in 
the receiver operating at a sampling frequency f,. The 
received signal contains contributions from the skin-breast 
interface, clutter due to heterogeneity in the breast, the back­
scatter from lesions, and noise. The response from the skin-

40 
breast interface is orders of magnitude larger than the 
response from all other contributions and thus must be 
removed prior to performing tumor detection. 

The skin artifacts in each of the N channels are similar but 
not identical due to local variations in skin thickness and 

45 
breast heterogeneity. If the skin artifact for all channels were 
identical, one approach to remove it would be to subtract the 
average of the skin artifact across the N channels from each 
channel. In order to compensate for channel to channel varia­
tion in the skin artifact, the skin artifact at each antenna may 

50 
be estimated as a filtered combination of the signal at all other 
antennas, as shown in FIG. 4. The signals from each of the 
other antennas are provided to FIR (finite impulse response) 
filters 90, the outputs of which are summed at 91 and sub­
tracted at 92 from the signal from the particular antenna after 

55 
a delay 94. The filter weights of the FIR filters 90 are chosen 
to minimize the residual signal mean-squared error over that 
portion of the received data dominated by the reflection from 
the skin-breast interface. Without loss of generality, suppose 
that the skin artifact is to be removed from the first antenna. 

60 
Define the (2J+l)xl vector of time samples in the i th antenna 
channel as 

bJn]=[bJn-JJ, ... ,b;[n], ... ,b;[n+J]}r, 2""'ici""'icN (1) 

andletb2A1n]=[b2 r[n], ... ,bNr[n]]rbetheconcatenationof 65 

data in channels 2 throughN. Similarly, let q, be the (2J+l)xl 
vector of FIR filter coefficients in the i th channel and 

mation 

p 

RP=~ AiuiuT 
i=l 

(6) 

where "-,, 1 ~i~p, are the p significant eigenvalues and u,, 
1 ~i~p, are the corresponding eigenvectors. The filter weight 
vector is determined by replacing R- 1 in equation (3) with 

(7) 

The skin artifact is then removed from the entire data 
record of the first channel to create artifact free data x 1 [n] 
given by 

(8) 

This algorithm introduces a small level of distortion in the 
backscattered lesion signal because the backscattered lesion 
signals from the other N-1 channels are added back in to the 
first channel. This is explicitly shown by decomposing b 1 [ n] 
and b2N[n], into a skin artifact s1[n] and s2N[n] and residuals 
d1[n] and d2A1nL respectively. The residual signals contain 
the backscattered response from the lesion. The values n0 and 
mare chosen so that q is determined from a portion of the data 
in which the residuals are negligible and, thus, 

(9) 

However, decomposing b1[n] and b2A1n] in equation (8) 
gives 

(10) 

(11) 
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Thus, the residual signal is distorted by qTd2N[n]. This term 
is generally small because q tends to "average" across chan­
nels and the lesion responses in d2N[n] do not add in phase 
because they are not aligned in time. 

14 

A simple method for reducing the distortion is to add a filtered 5 

version of the residual to obtain 

response in channel i as a filtered combination of all other 
channels and subtracting this estimate from the observed data 
as discussed above. Thus, neglecting the skin-breast 
response, the observation vector at channel i for the case of a 
scatterer (malignant tumor) parameterized by 81 has the fol-
lowing form, 

0 

iifn]=xifn]+qTx2N[n] 

where 

x2N[nj=[x2[n-JJ, ... h[n+J}, ... ,xN[n-JJ, ... ,xN 
[n+J]}T 

(12) 

(13) 

is the vector containing the data from the other N-1 channels 
after the skin artifact has been removed from each of them. 
This addition of a filtered form of the residual is illustrated in 
FIG. 5 which includes FIR filters 145 to provide filtered 
signals that are sUlllllled at 146 to produce a signal added at 
148 to the corrected data signal x 1 [n] to provide an improved 
corrected signal data x1[n]. 

FIG. 6 are example waveforms showing the effect of the 
skin response subtraction process, with the solid lines indi­
cating the original waveforms and the dashed lines indicating 
the waveforms after skin artifact removal. 

The artifact subtraction process can be applied only in the 
time domain. Thus, if frequency scanning is carried out using 
multiple discrete frequencies as the signals applied to the 
antennas, rather than wideband pulses, the received signal 
data must first be converted to the time domain (using an 
inverse FFT) prior to applying the artifact subtraction pro­
cess. 

The artifact removal process requires that all of the artifacts 
occur at the same relative times in the different channels. If 
the antennas are located at varying distances from the skin, 
the skin response will occur at different times. Thus, to apply 
the algorithm in general, the waveforms must first be time 
shifted so artifacts in all channels occur simultaneously. 
Aligning the artifacts in time is trivial because by nature the 
artifact is huge and it is easy to see when it starts. 

The antenna reflection response will not vary in time in the 
different channels (assuming nearly identical antennas), so 
time alignment is not needed for removing it. The algorithm 
can simultaneously remove antenna artifact and skin reflec­
tion artifact, provided they are both time aligned in the wave­
forms. While this is true if the array is on the surface of the 
skin, it is not generally true if the distances to the skin differ 
for different antennas. In this case, one can apply the algo­
rithm twice: first, to remove the antenna response, followed 
by time alignment of the residual skin response and, second, 
to remove the skin response. 

(14) 

where 81 denotes the l'h vector for parameterizing the physi-
10 cal scattering scenario and 10 corresponds to the true scatter­

ing scenario for the received backscatter. The signal vector 
s,(810) denotes a normalized time series of the backscatter 
signal in channel i due to the scattering scenario parameter­
)zed by 810. If no scatterers are present then the scale factora10 

15 1s zero. c, and n 1 are the clutter and noise, respectively, in 
channel i. Space-time column vectors for the data and signal 
are formed by stacking the time-series column vectors of 
backscatter received in each channel, that is y=[y 1 Ty 2 T ... 

YT M]T and s(81)=[s/(81) s2 T(81) ... sT ~81)]T. Space-time 

20 column vectors for the noise and clutter are formed in the 
same manner. Lower and upper case boldface symbols denote 
vectors and matrices, respectively, while superscripts T and 
-1 denote the matrix transpose and inverse, respectively. The 
parameterization of the backscattered signal denoted by 810, 

25 may describe any relevant features of the scattering problem 
including the scatterer location, size, shape and density. For 
ease of exposition, assume that scatterer location is the sole 
parameter, that is 81=rz, 1=1, 2, ... ,L where r1 denotes the l'h 
scatterer location from a set of L locations scanned over the 

30 breast and formulate a series of binary hypothesis tests where 
the null hypothesis H1 states that no tumor is present at loca­
tion r1: H1: a 1;,0 vs. A1: a 1=0. Each location is tested indepen­
dently of all other locations. This strategy is appropriate for 
detecting single tumors or multiple tumors that are spatially 

35 separated assuming negligible interaction between them. 
That is, in the multiple tumor case we assume scattering 
effects are approximately linear. This is a reasonable assump­
tion for clinical applications since we are not concerned with 
distinguishing two tumors that occur very close together in 

40 the breast. 
For the l'h hypothesis test, assume that the signal vector 

s(81) is deterministic and perfectly known, but the determin­
istic scale factor a 1, is unknown. The random clutter and noise 
vectors are assumed to be Gaussian distributed as c+n-N(O, 

45 a2R) where the covariance structure R is known but the power 
level a2 of these components is unknown. The backscatter 
data and signal vectors are whitened by the following trans­
formations: 

(15) 

There is one limitation with applying it twice, and that has 50 

to do with the other requirement of the algorithm, which 
requires the artifact to be the only contribution to the signal 
over a time interval that spans at least part of the artifact 
duration. Hence, if the antennas are varying distances from 
the skin, but in some channels the skin response completely 55 

overlaps (in time) the antenna response, it may not perform 
adequately. 

(16) 

Then the GLRT test statistic for the the l'h test is given by 
the ratio of the unbiased variance estimates under the null and 
alternative hypotheses 

A, (17) 

Hypothesis Testing 
In the present invention, observations are obtained by 

transmitting an UWB pulse or an equivalent into the breast 60 

and recording backscattered data in M channels (where there 
are M antennas). An observation vector y,, denoting the 
length-N time series from channel i, contains reflections from 
the skin-breast interface, clutter due to heterogeneity in the 
breast, backscatter from possible tumors, and noise. The 65 

response from the skin-breast interface can be ignored since it 
can be effectively eliminated by estimating the skin-breast 

ir21H, xrP,x > 
t1 = - 2- = (NM -1)-T-- 1J 

Ir IA, x ptx < 

H, 

where the projection matrix P1=u(81)[uT(81)u(81)r1uT(81
) 

projects onto the one-dimensional subspace spanned by the 
whitened signal vector and the orthogonal projection matrix 
P/=INArPz projects onto the (NM-1)-dimensional comple­
mentary subspace. 
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The threshold ri is chosen to satisfy a specified false dis­
covery rate (FDR) for the image. Under hypothesis H1 ( cor­
responding to the true scattering parameters of the datt 81 ), 

the test statistic t1 is known to be centrally F-distributed, while 
under the alternative hypothesis A1 , t1 is noncentrally F-dis- 5 

tributed with noncentrality param~ter 00 • In both cases the 
degrees of freedom are v 1 = 1 for the numerator and v 2 =NM-1 
for the denominator. This detector has a constant false alarm 
rate (CFAR) since the threshold is only dependent on the 
dimensions N and M of the data. 10 

An image of detected scatterers is constructed by applying 
the GLRT for all locations 1=1,2, ... ,L and plotting the 
thresholded test statistic as a function oflocation. In addition 
to detecting and localizing scatterers, the GLRT can be modi­
fied to classify additional tumor features by further param­
eterizing the signal vectors with other relevant characteristics 

15 

such as tumor diameter, tumor shape, tumor density, and 
normal breast tissue density. For each additional parameter, 
GLRT images are constructed to test how well the data is 
described by a finite set of representative values for that 
parameter. Then a classification test can be applied to the 20 

images to make inferences about the underlying scattering 
characteristics. 

Normal breast tissue consists of a heterogeneous mixture 

16 
Note that if the number of significant coefficients, K, is less 

than N (the dimension of Re), then the clutter covariance 
matrix will be ill-conditioned. The clutter model described 
here is analogous to a wide-sense stationary communication 
channel that is frequency selective with uncorrelated scatter­
ing. 

Clutter whitening transformations are performed on a 
channel-by-channel basis with regularization parameter A to 
obtain whitened data x,=(Rc+Aif 112y, for all i. Thus the cova­
riance matrix R of eqn.'s (15) and (16) is block diagonal 
where each of the blocks on the diagonal is given by the 
matrix Re +AL Since white noise is also assumed to be present 
in the observed vectors, this regularized matrix inversion 
gives a true whitening transformation of the clutter-plus­
noise component when A coincides with the noise power. The 
signal vectors s,(81) are similarly whitened to account for the 
signal distortion associated with whitening. 

Simulations of the invention were carried out on simulated 
backscatter data generated as discussed above by a Finite­
Difference Time-Domain (FDTD) solution of Maxwell's 
equations to provide the numerical breast model shown in 
FIG. 7. The FDTD model is derived from a magnetic reso­
nance image (MRI) where each pixel intensity in the MRI is 
linearly mapped to a range of dielectric properties about a 
nominal value and a 2-mm-diameter malignant tumor is intro­
duced at (5.0, 3.1) cm by changing the dielectric properties to 
match those of malignant tissue. The FDTD model is 2-D, and 
thus the values depicted in FIG. 7 extend infinitely in a third 

of fatty, fibrous, connective and glandular tissue. Clutter natu­
rally arises in the backscatter data in the form of reflections of 25 

the incident pulse due to the heterogeneity of normal breast 
tissue. The clutter can be modeled as a Gaussian random 
process corresponding to a simplified scattering scenario and 
the corresponding model correlation matrix can be used to 
whiten data prior to applying the GLRT. 

For a fixed channel i, the clutter in the backscatter is mod­
eled as a weighted sum of the incident pulse at discrete delays. 
We assume that the delays are fixed and uniformly spaced at 
integer multiples of the sample period, and that the weights at 
each delay are zero-mean Gaussian random variables. Let 35 

y,[k] denote the real-valued Gaussian coefficient for channel 

30 spatial dimension so that the malignant tumor is represented 
by an infinite-length cylinder. A conformal 17-element 
antenna array is assumed to rest on the skin surface as indi­
cated by the black dots in FIG. 7. Each antenna array element 
sequentially transmits a differentiated Gaussian pulse with a 
duration of approximately 110 ps, and records 125 time 
samples of backscatter at a sample period of 20 ps. 

i at delay k, and assume E{y,[k]y,[ll}=O for k;,l. The coeffi­
cient variance, a/[k]=E{y,[k] 2

} (identical for all channels), 
decays exponentially as a function ofk because of the attenu­
ation of electromagnetic waves propagating in breast tissue 40 

(the attenuation constant of normal breast tissue is estimated 

The clutter covariance matrix model is constructed as 
specified above where a/[k] is obtained as the maximum 
likelihood estimate of the clutter power from 51 tumor-free 
(a10=0) FDTD solutions. Calculations are performed assum­
ing that the incident pulse is a unit amplitude impulse: 

to be a few dB/cm in the microwave frequency range). As a 
consequence of the exponential decay, the number of non­
negligible coefficients, K, is finite. If p[ n] represents the inci­
dent pulse at sample n, then the clutter in channel i at sample 45 

n is modeled as 

1 51 

a-~[k] = Sl ~ (y;[k] -y[k])2 

i=l 

K 

c;[n] = ~ y;[k]p[n-k]. 
k=l 

(18) 

Modeling the clutter in this fashion for each channel, we 
make the additional assumption that the weights in each chan­
nel are uncorrelated, E{y,[k]y)ll}=O for i;,j, k;,l. This 
assumption relies on the attenuation of the propagating 
microwaves since the clutter in each channel is dominated by 
the heterogeneity in the immediate vicinity of each antenna. 
The temporal clutter correlation matrix R =E{ cc r} identi-
cal for all channels, is thus given by c ' ' ' 

K (19) 
[Rel== E{c;[n]c;[m]) = ~ ~[k]p[n-k]p[m-k]. 

k=l 

where y[k]=~1~/
1y)k]. The clutter correlation matrix is ill­

conditioned so we choose the regularization parameter A 
50 approximately 4 orders of magnitude smaller than the peak 

estimated clutter power. 
Two-dimensional analytical templates are used as the set of 

signal vectors {s(81), 1=1,2, ... ,L} for the GLRT, and are 
obtained by modeling the 2-D tumor as an infinite-length 

55 cylinder of given diameter centered at test location r1 in a 
homogeneous medium representing normal breast tissue. The 
dielectric properties of the cylinder and surrounding medium 
are assigned the average dielectric properties of malignant 
and normal breast tissue, respectively, at 6 GHz. For the 

60 following examples, the signal templates are computed for a 
2-mm diameter tumor and the location parameter r samples 
the interior of the breast at 1-mm intervals. We specify the 
probability of false alarm as P FA=10-

5
. 

Images of thresholded test statistics are plotted in FIGS. 
65 8-10 for data generated using backscatter from a numerical 

breast model as discussed above plus additive white Gaussian 
noise. The noise power is set equal to the regularization 
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can be formulated to detect any number of scatterers simul­
taneously. However, testing for every possible combination of 
two or more scatterers in an image quickly becomes intrac­
table for even a relatively small 2-D image. Instead, it is 

parameter in the clutter whitening transformation. In FIGS. 8 
and 9 the data contains backscatter generated from the FDTD 
model of FIG. 7. For FIG. 8 the GLRT is directly applied to 
the data without whitening the clutter, and for FIG. 9 the 
clutter model is used to whiten the data prior to applying the 
GLRT. The scale is measured in dB relative to the threshold 
value (0 dB) and grayscale values are assigned to each pixel in 
the displayed image in proportion to this scale. 

5 preferable to apply the GLRT iteratively, reformulating the 
test after each iteration to incorporate the known scatterer 
locations determined in previous iterations. The first iteration 
of the GLRT is performed as before. Ifany voxels in the image 
exceed the threshold, then the peak voxel !max 1 is determined 

10 to be the location of a detected scatterer and the correspond­
ing peak value is recorded. For the (n+ 1 )th iteration of the 
GLRT with n~ 1, we update the backscatter data model of 
eqn. ( 14) to reflect the n previously detected scatterers at 
known locations lmax.v ... lmax.n; 

Visual inspection of the images in FIGS. 8 and 9 indicates 
that the clutter whitening transformation effectively reduces 
the detectability of clutter. Furthermore, whitening has tight­
ened the peak of the test statistic by reducing the correlation 
between neighboring signal vectors. The peak value of the 
test statistic significantly exceeds the threshold in both 
images and the location of the peak test statistic value coin- 15 

cides exactly with the center of the modeled tumor. 
For the next example, the numerical breast model of FIG. 7 

is modified to include a second 2-mm diameter tumor located 
1.5 cm directly above the original tumor. Applying the same 
GLRT and plotting the thresholded test statistic produces the 20 

image in FIG. 10. Two distinct scatterers are apparent in the 
image and their peak values are within 1 dB of each other. In 
this case the peak values of the test statistic are each 1 mm 
away from the true tumor locations. 

Additional simulations were performed on 2-D numerical 25 

breast phantoms to test the robustness of the GLRT and clutter 
whitening transformation. For a battery of simulations in 
which the tumor location, tumor size, tumor density, number 
of tumors, and normal tissue density were varied, the detector 
was effective in both detecting and localizing the modeled 30 

tumors. 
Next we consider the GLRT applied to experimental back­

scatter waveforms from a 3-D physical breast phantom. The 
phantom consists of a homogeneous liquid that mimicks fatty 
normal breast tissue, and small synthetic tumors that exhibit 35 

approximately 3 .3: 1 dielectric-constant contrast with the 
fatty tissue simulant. We obtain experimental backscatter data 
for 7-by-7 planar antenna array positioned above a phantom 
containing a 4-mm-diameter, 4-mm-tall cylindrical scatterer 
located approximately 2 cm below the skin layer and centered 40 

under the antenna array. The GLRT is constructed from ana­
lytical signal templates for a 4-mm-diameter spherical tumor 
where the dielectric properties of the scatterer and surround­
ing medium match the corresponding dielectric properties of 
the physical phantom. Note that the scatterer shape in the 45 

physical phantom does not perfectly match the scatterer 
shape assumed in the GLRT templates. We allow this design 
mismatch because the cylindrical shape is most convenient 
for constructing the physical phantom and the spherical shape 
leads to a tractable analytical solution for the templates. We 50 

expect the impact of the mismatch to be minor since the 
dimensions of the cylinder and sphere are comparable and the 
tumor size is smaller than the wavelength at the center fre­
quency of the UWB pulse. The templates are further param­
eterized by the position r, of the tumor which is scanned over 55 

the 6 cmx6 cm x5 cm region of the breast phantom directly 
below the antenna array. 

FIG. 11 depicts the resulting 3-D plot of the test statistic 
using the threshold value that enforces a FDR of q*=l0-7

. 

The peak test statistic occurs within 3 mm of the tumor in the 60 

phantom and the peak value is 14.7 dB above the threshold. 
Although the tumor is well-localized by the peak voxel in this 
image, multiple sidelobes above and below the true tumor 
location create some ambiguity in determining the number of 
scatterers detected. An iterative detection scheme may be 65 

utilized to overcome this ambiguity with only a linear 
increase in the number of computations. Note that the GLRT 

n 

Y; = a,os;(0,o) + ~ 
j=l 

(20) 
+ Cj +ni 

Whitening the data and signal vectors using the same trans­
formation as before, we let U(8zm=)=lu(8zma) ... u(8zm=)J be 
a matrix whose colunms are the whitened signal vectors cor­
responding to scatterers at the locations detected during the 
first n iterations. Then the updated GLRT test statistic for the 
(n+l)'h iteration is given by 

XT ptmax,n Pt ptmax,n X 

lt.n+! = c-n-+_l_xT pt (I - cP,)pt x 
max,n max,n 

NM-n-1 

where P, is defined as before and 

UT (01)u(01) 
c = ~uT~(~0,-)P_!;,,_=-.n-u-(0~,) 

(21) 

(22) 

(23) 

The projection by P1 _1_ onto the space orthogonal to the 
columns ofU(81 ) eliiiifnates the portion of the data that is 
correlated with p~~viously detected scatterers in the current 
iteration of the test. This results in the "removal" of the 
previously detected scatterers and their sidelobes from the 
image generated during the (n+ 1 )'h iteration. 

An image resulting from this iterative application of the 
GLRT to backscatter data from the physical phantom 
described above is depicted in FIG. 12. Each of the numbered 
dots in the image denotes the peak location and value for the 
labeled iteration of the GLRT. For three iterations, scatterers 
were detected. The first iteration correctly detected and local­
ized the tumor in the breast phantom. The second two itera­
tions falsely detected scatterers but at significantly reduced 
values of the test statistic. These false detections were likely 
due to several sources of mismatch between the GLRT signal 
templates and the true experimental backscattered signal 
from the tumor in the physical phantom. Sources of mismatch 
in this scenario include renmants from the artifact removal 
algorithm, distortion of the radiating pulse by the UWB 
antenna (which is unaccounted for by the GLRT templates), 
and the minor mismatch in the tumor shape. When the physi­
cal breast phantom contains multiple tumors as in this next 
example, the iterative GLRT is effective for isolating the 
effects of each tumor since the main and sidelobes associated 
with each tumor are removed one at a time. For a physical 
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phantom containing two similar 4-mm-diameter, 4-mm-tall 
tumors at a depth of 2 cm and separated on the x-axis by 
approximately 1.8 cm, a single iteration of the GLRT yields 
the image shown in FIG. 13. After applying further iterations 

20 
We evaluate mismatch loss on a logarithmic scale based on 
the decrease in numerator noncentrality parameter, -10 log 
( cos2 cp ). 

The curves in FIG. 15 illustrate the relationship between 
5 Pn and SNR (010) for the matched GLRT and for several 

mismatched GLRTs. Mismatch loss causes the curves to shift 
right. Thus, for a fixed P n, introducing a nonzero mismatch 
loss effectively reduces the SNR of the data. 

of the GLRT to the backscatter data, the summary of detected 
scatterers is shown in FIG. 14. The first two iterations cor­
rectly detect the two tumors and localize them to within a few 
mm. The test statistic values are 10.3 dB and 8.9 dB above the 
threshold for the first and second iterations respectively. A 
third iteration also produced a peak test statistic value above 
the threshold although there is no third tumor in the phantom. 
However, the peak value for this iteration is only 1.9 dB above 
the threshold and this erroneous detection can probably be 
attributed to the many sources of mismatch that occur 

15 
between the ideal signal templates and the experimental sig­
nal backscatter. 

The following examines the configuration-specific rela-
10 tionship between mismatch loss and signal parameters. First, 

assuming that tumor location is the only signal parameter, the 
mismatch loss is calculated as the offset between the true and 
assumed tumor locations is varied. FIG. 16 displays two 
curves that represent horizontal (span axis) and vertical 
(depth axis) offsets in location. These calculations use the 
signal templates described above, whitened by the clutter 
model. The template location parameter r1 is set to the test cell 
at (5.0, 2.1) cm and the true tumor location r10 is varied about 
r1. Since the antenna array and breast model are nearly sym-

The following considers the loss in GLRT power as mis­
match is systematically introduced. The discussion primarily 
focuses on mismatch in the location parameter (l;,10 ), but the 
results are valid for any type of model mismatch since the 
effect of mismatch is a function of the angle between the 
assumed and actual signal vectors. The relationship between 
mismatch angle and two example signal parameters, tumor 
size and tumor location, is empirically investigated. It is 
assumed for simplicity that the data is composed of a multi­
channel signal vector plus white Gaussian noise with variance 
02. 

Under matched conditions, the test statistic t1 from eqn. 
(17) is distributed as noncentral F with noncentrality param-
eter, 

Note that the noncentrality parameter specifies the signal-to­
noise ratio (SNR) of the data. When mismatch occurs (l;,10 ) 

the distribution of the test statistic is doubly noncentral F with 
noncentrality parameters Oz, and Ii/: 

(24) 

(25) 

Here 

2 luT (0,)u(e,oi 

cos ¢ = luT(0,)u(01)11uT(01
0
)u(01

0
)I 

20 metric about r1 in the span (horizontal) axis, the mismatch loss 
due to horizontal error is also nearly symmetric. However, the 
mismatch loss due to depth (vertical) error is asymmetric with 
greater loss associated with the deeper locations. The local 
minima in the mismatch loss approximately 5 mm from the 

25 true location may result in false detections, especially at high 
SNR, and the presence of these sidelobes are evident in the 
examples of FIGS. 7-10. These results also suggest that a 1 
mm sampling interval is sufficient for tumor detection since 
the mismatch loss is negligible when the test location is 

30 within 0.5 mm of the true location. 
Next, a second parameter is introduced into the signal 

templates, namely tumor diameter. FIG. 17 depicts the mis­
match loss when both tumor diameter and tumor location (in 
the depth axis) are mismatched. The figure illustrates that a 

35 mismatch in tumor size will introduce a localization error in 
the depth axis. That is, the peak of the test statistic occurs at 
the incorrect depth, but the tumor will still be detected if the 
SNR is high enough. 

While the present invention may be utilized by itself for 
40 initial detection of potentially cancerous tumors, it may also 

be used in conjunction with other detection techniques to 
further confirm the presence of a tumor or to determine char­
acteristics of a detected tumor, such as size, shape, and den­
sity. In particular, the present invention may be used in con-

45 junction with microwave imaging via space-time 
beamforming as discussed in X. Li, et al., August, 2004, 
supra, and published U.S. patent application 2003/ 
0088180Al. 

It is understood that the invention is not limited to the 
50 embodiments set forth herein for purposes of illustrating the 

invention, but embraces all such forms thereof as come within 
the scope of the following claims. 

What is claimed is: 
1. A microwave system for examining an object compris-

55 ing: 

so cp is the geometric angle between the assumed and actual 
signal vectors u(81) and u(810), respectively. Note that mis­
match decreases the noncentrality parameter in the numerator 
and increases the denominator noncentrality parameter. Con­
sequently, the probability of detection PD decreases as cp 60 

(a) an array of antennas for radiating and receiving micro-
waves; 

(b) a microwave source connected to the array of antennas 
to provide microwave signals of a selected bandwidth to 
the antennas; 

( c) a receiver connected to the antennas to detect the micro­
wave signals received by the antennas and provide signal 
data corresponding thereto; and 

mcreases on 

[o, ~]. 65 

( d) a computer connected to receive the signal data, the 
computer programmed to process the signal data to fowl 
a space-time vector of signal data from each antenna for 
a candidate location, to determine a test statistic for the 
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candidate location as the ratio of the sample variances 
under the two hypotheses of scatterer or no scatterer at 
the candidate location, to compare the test statistic with 
a selected threshold and assign a null hypothesis value to 
the selected location if the test statistic is below the 5 

threshold and to assign the test statistic value to the 
candidate location if the statistic is above the threshold, 
and to repeat the process for a plurality of different 
candidate locations in the object to be examined to gen­
erate multi-dimensional output data. 10 

2. The system of claim 1 including an output device con­
nected to the computer to display the multi-dimensional out­
put data as a function of candidate locations. 

3. The system of claim 1 wherein the computer is further 
programmed to determine the test statistic t1 for time series 15 

data of length N for M channels as 

xTP1x 
ft= (NM -1) xTPf-x 

where x is the multichannel data, u(81) is the multichannel 
signal vector, andP1=ti(81)[ur(81)u(81)r1ur(81) andP/=INM""" 
P1 are orthogonal projection matrices. 

4. The system of claim 3 wherein the null hypothesis value 
1s zero. 

5. The system of claim 1 wherein the microwave source 
provides pulses having pulse widths on the order of 100 
picoseconds or less in duration. 

6. The system of claim 1 wherein the microwave source is 
connected to the antennas to provide signals to one antenna at 
a time. 

20 

25 

30 

7. The system of claim 1 wherein the microwave source is 
connected to the antennas to provide signals to all of the 35 

antennas simultaneously. 
8. The system of claim 1 wherein the threshold value pro­

vides a selected false detection rate by rejecting the null 
hypotheses. 

9. The system of claim 1 further including signal process- 40 

ing circuitry that receives pulses from the microwave source 
and passes the pulses through a delay and a filter for each 
antenna before providing the delayed and filtered pulses to the 
antennas, the delays and filters selected to focus the radiated 
microwave energy from the array of antennas at a selected 45 

candidate location in the object. 
10. The system of claim 1 wherein the computer is pro­

grammed to carry out clutter whitening on the corrected data. 
11. The system of claim 1 wherein the computer pro­

grammed to estimate an artifact reflection component of the 50 

signal at each antenna as a filtered combination of the signals 
at all other antennas and to subtract the estimated artifact 
reflection component from the signal data to provide cor­
rected signal data, with weights of the filters chosen to mini­
mize the residual signal over that portion of the received data 55 

dominated by the reflection. 
12. A method of carrying out microwave examination of an 

individual comprising: 

22 
under the two hypotheses of scatterer or no scatterer at 
the candidate location, comparing the test statistic with a 
selected threshold and assigning a null hypothesis value 
to the candidate location if the test statistic is below the 
threshold and assigning the test statistic value to the 
candidate location if the statistic is above the threshold; 
and 

( d) then scanning the process to a plurality of different 
candidate locations in the individual and repeating steps 
(a), (b) and ( c) at each candidate location to generate 
multi-dimensional output data. 

13. The method of claim 12 wherein the step of transmit­
ting microwave signals comprises transmitting microwave 
pulses having pulse widths on the order of 100 picoseconds or 
less in duration. 

14. The method of claim 12 wherein the step of transmit­
ting microwave signals comprises transmitting microwave 
pulses having frequency content at 10 GHz or higher. 

15. The method of claim 12 including transmitting the 
microwave signals from an array of antennas so as to focus the 
microwave power on a candidate location. 

16. The method of claim 12 further including, before the 
step of processing the received signals, the step of: 

carrying out an artifact response subtraction process on the 
received signals in the computer by estimating the inter­
face reflection component of the signal at each antenna 
location as a combination of the received signals at the 
other antenna locations passed through filters to provide 
corrected signal data, the filters having weights chosen 
to minimize the received signal over that portion of the 
received signal dominated by the artifact response, and 
providing the corrected signal data to the beamformer 
process. 

17. The method of claim 12 wherein microwave signals are 
provided to one antenna at a time and backscattered micro­
wave signals are received from one antenna at a tune for each 
of the antenna locations. 

18. The method of claim 12 wherein microwave signals are 
transmitted from all of the antennas simultaneously and back­
scattered microwave signals are received from all of the 
antennas simultaneously. 

19. The method of claim 12 wherein the step of transmit­
ting the microwave signals is carried out simultaneously from 
all of the antenna locations by passing microwave pulses for 
each antenna at an antenna location through a delay and a 
filter for each antenna, the delays and filters selected to focus 
the radiated microwave energy from the antennas at a selected 
candidate location in the object. 

20. The method of claim 12 wherein the computer is further 
programmed to determine the test statistic t1 for time series 
data of length N for M channels as 

xTP1x 
ft= (NM -1) xTPf-x 

(a) transmitting microwave signals from a plurality of 
antenna locations into an individual to be examined; 

(b) receiving backscattered microwave signals at a plural­
ity of antenna locations to provide received signals from 
the plurality of antenna locations; 

60 where x is the multichannel data, u(81) is the multichannel 
signal vector, andP1=ti(81)[ur(81)u(81)r1ur(81) andP/=INM""" 
P1 are orthogonalprojection matrices. 

( c) processing the received signals in a computer to form a 
space-time vector of signal data from each antenna for a 65 

candidate location, determining a test statistic for the 
candidate location as the ratio of the sample variances 

21. The method of claim 12 wherein the null hypothesis 
value is zero. 

22. The method of claim 12 further including the step of 
carrying out clutter whitening on the signal data. 
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23. A microwave system for examining an object compris­
ing: 

(a) an array of antennas for radiating and receiving micro-
waves; 

(b) a microwave source connected to the array of antennas 5 

to provide microwave signals of a selected bandwidth to 
the antennas; 

( c) a receiver connected to the antennas to detect the micro­
wave signals received by the antennas and provide signal 
data corresponding thereto; and 

( d) a computer connected to receive the signal data, the 
computer progrannned to process the signal data to form 
a space-time vector of signal data from each antenna for 

10 

a candidate location, to determine a generalized likeli­
hood ratio test (GLRT) statistic for the candidate loca- 15 

tion as the ratio of the sample variances under the two 
hypotheses of a scatterer having a selected characteristic 
or no scatterer having the selected characteristics at the 
candidate location and to repeat the process for a plural-
ity of different candidate locations in the object to be 20 

examined to generate multi-dimensional output data. 

24 
33. A method of carrying out microwave examination of an 

individual comprising: 
(a) transmitting microwave signals from a plurality of 

antenna locations into an individual to be examined; 
(b) receiving backscattered microwave signals at a plural­

ity of antenna locations to provide received signals from 
the plurality of antenna locations; 

( c) processing the received signals in a computer to form a 
space-time vector of signal data from each antenna for a 
candidate location, determining a generalized likelihood 
ratio test (GLRT) statistic for the candidate location as 
the ratio of the sample variances under the two hypoth­
eses of scatterer having a selected characteristic or no 
scatterer having the selected characteristic at the candi­
date location; and 

( d) then scanning the process to a plurality of different 
candidate locations in the individual and repeating steps 
(a), (b) and ( c) at each candidate location to generate 
multi-dimensional output data. 

34. The method of claim 33 further comprising comparing 
the GLRT test statistic with a selected threshold and assigning 
a null hypothesis value to the candidate location if the test 
statistic is below the threshold and assigning the test statistic 
value to the candidate location if the statistic is above the 

24. The system of claim 23 wherein the computer is pro­
grammed to compare the GLRT test statistic with a selected 
threshold and assign a null hypothesis value to the selected 
location if the test statistic is below the threshold and to assign 
the test statistic value to the candidate location if the statistic 

25 threshold. 

is above the threshold. 
25. The system of claim 24 including an output device 

connected to the computer to display the multi-dimensional 
output data as a function of candidate locations. 

26. The system of claim 23 wherein the computer is pro­
grammed to determine the GLRT test statistic t1 for time series 
data of length N for M channels as 

xTP1x 
ft= (NM -1) xTPf-x 

30 

35 

where x is the multichannel data, u(81) is the multichannel 40 
signal vector, andP1=u(81)[ur(81)u(81)i- 1ur(81) andP/=INM-
P1 are orthogonal projection matrices. 

27. The system of claim 23 wherein the microwave source 
provides pulses having pulse widths on the order of 100 
picoseconds or less in duration. 

28. The system of claim 23 wherein the microwave source 
is connected to the antennas to provide signals to one antenna 
at a time. 

29. The system of claim 23 wherein the microwave source 

45 

is connected to the antennas to provide signals to all of the 50 
antennas simultaneously. 

30. The system of claim 23 wherein computer programmed 
to estimate an artifact reflection component of the signal at 
each antenna as a filtered combination of the signals at all 
other antennas and to subtract the estimated artifact reflection 55 

35. The method of claim 33 wherein the step of transmit­
ting microwave signals comprises transmitting microwave 
pulses having pulse widths on the order of 100 picoseconds or 
less in duration. 

36. The method of claim 33 wherein the step of transmit­
ting microwave signals comprises transmitting microwave 
pulses having frequency content at 10 GHz or higher. 

37. The method of claim 33 further including, before the 
step of processing the received signals, the step of: 

carrying out an artifact response subtraction process on the 
received signals in the computer by estimating the inter­
face reflection component of the signal at each antenna 
location as a combination of the received signals at the 
other antenna locations passed through filters to provide 
corrected signal data, the filters having weights chosen 
to minimize the received signal over that portion of the 
received signal dominated by the artifact response, and 
providing the corrected signal data to the beamformer 
process. 

38. The method of claim 33 wherein the computer is pro­
grammed to determine the GLRT test statistic t1 for time series 
data of length N for M channels as 

where xis the multichannel data, u(81) is the multichannel 
signal vector, andP1=u(81)[ur(81)u(81W1ur(81) andP/=INM­
P1 are orthogonal projection matrices. 

39. The method of claim 33 wherein the null hypothesis 
value is zero. 

component from the signal data to provide corrected signal 
data, with weights of the filters chosen to minimize the 
residual signal over that portion of the received data domi­
nated by the reflection. 

31. The system of claim 23 wherein the computer is pro­
grammed to determine ifthere are more than one target scat­
terer locations and to carry out one or more iterations of the 
GLRT test using the scatterer locations determined in a prior 
iteration of the GLRT test. 

40. The method of claim 33 further including the step of 

60 carrying out clutter whitening on the signal data. 

32. The system of claim 23 wherein the computer is pro­
grammed to carry out clutter whitening on the corrected data. 

41. The method of claim 33 wherein if more than one target 
scatterer location is found, steps (a)-( d) are carried out in one 
or more iterations using the scatterer locations determined in 
a prior iteration. 

* * * * * 
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