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1
METHOD FOR IMAGE RECONSTRUCTION
EMPLOYING SPARSITY-CONSTRAINED
ITERATIVE CORRECTION

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH

This invention was made with government support under
CA116380 awarded by the National Institutes of Health. The
government has certain rights in the invention.

BACKGROUND OF THE INVENTION

The field of the invention is medical imaging and particu-
larly, methods for reconstructing images from acquired image
data.

Magnetic resonance imaging (MRI) uses the nuclear mag-
netic resonance (NMR) phenomenon to produce images.
When a substance such as human tissue is subjected to a
uniform magnetic field (polarizing field B,), the individual
magnetic moments of the spins in the tissue attempt to align
with this polarizing field, but precess about it in random order
at their characteristic Larmor frequency. If the substance, or
tissue, is subjected to a magnetic field (excitation field B))
which is in the x-y plane and which is near the Larmor
frequency, the net aligned moment, M_, may be rotated, or
“tipped”, into the x-y plane to produce a net transverse mag-
netic moment M,. A signal is emitted by the excited spins, and
after the excitation signal B, is terminated, this signal may be
received and processed to form an image.

When utilizing these signals to produce images, magnetic
field gradients (G,, G,, and G,) are employed. Typically, the
region to be imaged is scanned by a sequence of measurement
cycles in which these gradients vary according to the particu-
lar localization method being used. Each measurement is
referred to in the art as a “view” and the number of views
determines the quality of the image. The resulting set of
received NMR signals, or views, or k-space samples, are
digitized and processed to reconstruct the image using one of
many well known reconstruction techniques. The total scan
time is determined in part by the length of each measurement
cycle, or “pulse sequence”, and in part by the number of
measurement cycles, or views, that are acquired for an image.
There are many clinical applications where total scan time for
an image of prescribed resolution and SNR is a premium, and
as a result, many improvements have been made with this
objective in mind.

Projection reconstruction methods have been known since
the inception of magnetic resonance imaging and this method
is again being used as disclosed in U.S. Pat. No. 6,487,435.
Rather than sampling k-space in a rectilinear, or Cartesian,
scan pattern as is done in Fourier imaging and shown in FIG.
1, projection reconstruction methods sample k-space with a
series of views that sample radial lines extending outward
from the center of k-space as shown in FIG. 2. The number of
views needed to sample k-space determines the length of the
scan and if an insufficient number of views are acquired,
streak artifacts are produced in the reconstructed image. The
technique disclosed in U.S. Pat. No. 6,487,435 reduces such
streaking by acquiring successive undersampled images with
interleaved views and sharing peripheral k-space data
between successive image frames.

Depending on the technique used, many MR scans cur-
rently used to produce medical images require many minutes
to acquire the necessary data. The reduction of this scan time
is an important consideration, since reduced scan time
increases patient throughout, improves patient comfort, and
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improves image quality by reducing motion artifacts. Many
different strategies have been developed to shorten the scan
time.

One such strategy is referred to generally as “parallel imag-
ing”. Parallel imaging techniques use spatial information
from arrays of RF receiver coils to substitute for the encoding
that would otherwise have to be obtained in a sequential
fashion using RF pulses and field gradients (such as phase and
frequency encoding). Each of the spatially independent
receiver coils of the array carries certain spatial information
and has a different sensitivity profile. This information is
utilized in order to achieve a complete location encoding of
the received MR signals by a combination of the simulta-
neously acquired data received from the separate coils. Spe-
cifically, parallel imaging techniques undersample k-space
by reducing the number of acquired phase-encoded k-space
sampling lines while keeping the maximal extent covered in
k-space fixed. The combination of the separate MR signals
produced by the separate receiver coils enables a reduction of
the acquisition time required for an image (in comparison to
conventional k-space data acquisition) by a factor that in the
most favorable case equals the number of the receiver coils.
Thus the use of multiple receiver coils acts to multiply imag-
ing speed, without increasing gradient switching rates or RF
power.

Two categories of such parallel imaging techniques that
have been developed and applied to in vivo imaging are
SENSE (SENSitivity Encoding) and SMASH (SiMultaneous
Acquisition of Spatial Harmonics). With SENSE; the under-
sampled k-space data is first Fourier transformed to produce
an aliased image from each coil, and then the aliased image
signals are unfolded by a linear transformation of the super-
imposed pixel values. With SMASH, the omitted k-space
lines are filled in or reconstructed prior to Fourier transfor-
mation, by constructing a weighted combination of neighbor-
ing lines acquired by the different receiver coils. SMASH
requires that the spatial sensitivity of the coils be determined,
and one way to do so is by “autocalibration” that entails the
use of variable density k-space sampling.

A more recent advance to SMASH techniques using auto-
calibration is a technique known as GRAPPA (GeneRalized
Autocalibrating Partially Parallel Acquisitions), introduced
by Griswold et al. This technique is described in U.S. Pat. No.
6,841,998 as well as in the article titled “Generalized Auto-
calibrating Partially Parallel Acquisitions (GRAPPA),” by
Griswold et al. and published in Magnetic Resonance in
Medicine 47:1202-1210 (2002). Using these GRAPPA tech-
niques, lines near the center of k-space are sampled at the
Nyquist frequency (in comparison to the greater spaced lines
at the edges of k-space). These so-called autocalibration sig-
nal (ACS) lines are then used to determine the weighting
factors that are used to reconstruct the missing k-space lines.
In particular, a linear combination of individual coil data is
used to create the missing lines of k-space. The coefficients
for the combination are determined by fitting the acquired
data to the more highly sampled data near the center of
k-space.

In a computed tomography (“CT”) system, an X-ray source
projects a fan-shaped beam which is collimated to lie within
an X-Y plane of a Cartesian coordinate system, termed the
“image plane.” The x-ray beam passes through the object
being imaged, such as a medical patient, and impinges upon
an array of radiation detectors. The intensity of the transmit-
ted radiation is dependent upon the attenuation of the x-ray
beam by the object and each detector produces a separate
electrical signal that is a measurement of the beam attenua-
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tion. The attenuation measurements from all the detectors are
acquired separately to produce what is called the “transmis-
sion profile”.

The source and detector array in a conventional CT system
are rotated on a gantry within the imaging plane and around
the object so that the angle at which the x-ray beam intersects
the object constantly changes. The transmission profile from
the detector array at a given angle is referred to as a “view”
and a “scan” of the object comprises a set of views made at
different angular orientations during one revolution of the
x-ray source and detector. In a 2D scan, data is processed to
construct an image that corresponds to a two dimensional
slice taken through the object.

As with MRI, there are a number of clinical applications
for x-ray CT where scan time is at a premium. In time-
resolved angiography, for example, a series of image frames
are acquired as contrast agent flows into the region of interest.
Each image is acquired as rapidly as possible to obtain a
snapshot that depicts the inflow of contrast. This clinical
application is particularly challenging when imaging coro-
nary arteries or other vessels that require cardiac gating to
suppress motion artifacts.

There are two methods used to reconstruct images from an
acquired set of projection views as described, for example, in
U.S. Pat. No. 6,710,686. In MRI the most common method is
to regrid the k-space samples from their locations on the
radial sampling trajectories to a Cartesian grid. The image is
then reconstructed by performing a 2D or 3D Fourier trans-
formation of the regridded k-space samples. The second
method for reconstructing an MR image is to transform the
radial k-space projection views to Radon space by first Fou-
rier transforming each projection view. An image is recon-
structed from these signal projections by filtering and back-
projecting them into the field of view (FOV). As is well
known in the art, if the acquired signal projections are insuf-
ficient in number to satisty the Nyquist sampling theorem,
streak artifacts are produced in the reconstructed image.

A new image reconstruction method called HighlY con-
strained backPRojection (HYPR) has been developed. As
described in co-pending U.S. patent application Ser. No.
11/482,372, HYPR provides a method in which quality
images can be produced with far fewer projection signal
profiles when a priori knowledge of the signal information is
used in the reconstruction process. For example, signal infor-
mation in an angiographic study may be known to include
structures such as blood vessels. That being the case, when a
backprojection path passes through these structures a more
accurate distribution of a signal sample in each pixel can be
achieved by weighting the distribution as a function of the
known signal information at that pixel location. In HYPR, for
a backprojection path having N pixels the highly constrained
backprojection may be expressed as follows:

5 - (PxCy)

n= ,
%Gy
prs}

where: S, is the backprojected signal magnitude at a pixel
n in an image frame being reconstructed, P is the signal
sample value in the projection profile being backprojected,
and C, is the signal value of an a priori composite image at the
n” pixel along the backprojection path. The composite image
is reconstructed from data acquired during the scan, and may
include that used to reconstruct the given image frame as well
as other acquired image data that depicts the structures in the
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4

field of view. The numerator in the equation above, (PxC,),
weights each pixel using the corresponding signal value in the
composite image and the denominator,

N
> Cu

n=1

normalizes the value so that all backprojected signal samples
reflect the projection sums for the image frame and are not
multiplied by the sum of the composite image.

Further, a new mathematical framework for image recon-
struction termed “compressed sensing” (CS) is an emerging
technique in which only a small set of linear projections of a
sparse image are required to reconstruct a quality image. The
theory of CS is described in E. Candes, J. Romberg, and T.
Tao, “Robust uncertainty principles: Exact signal reconstruc-
tion from highly incomplete frequency information,” IEEE
Transactions on Information Theory 2006; 52:489-509, and
D. Donoho, “Compressed sensing,” IEEE Transactions on
Information Theory 2006; 52:1289-1306. The principles of
CS are applicable to medical imaging and can therefore be
extended to provide a general framework stating that quality
medical images can be reconstructed from substantially
fewer measurements than through conventional methods.

SUMMARY OF THE INVENTION

The present invention provides an image reconstruction
method applicable to a number of different imaging modali-
ties including magnetic resonance imaging (MRI), x-ray
computed tomography (CT), positron emission tomography
(PET), and single photon emission computed tomography
(SPECT). In this method, a sparsifying image is recon-
structed from acquired data to provide a priori knowledge of
the subject being imaged. An iterative reconstruction process
is employed to iteratively determine a correction image for a
given image frame that when subtracted from the sparsifying
image produces a quality image for the image frame.

A general object of the invention is to improve the recon-
struction of medical images by constraining the reconstruc-
tion process with a priori information regarding the subject of
the image. A sparsifying image is reconstructed from a series
of'acquired undersampled image data sets and is employed to
produce quality images from the undersampled data sets.
Correction images are produced for each image data set from
which a quality image is sought to be produced. Each of said
images is subsequently produced by subtracting the corre-
sponding correction image from the sparsifying image. The
improvement resulting from the present invention can mani-
fest itself in a number of ways, including reduction of scan
time, reduction in radiation dose, and higher temporal reso-
lution in time-resolved studies.

Another object of the invention is to improve the quality of
previously reconstructed images in a series of images having
poor quality. A plurality of image data sets are produced by
reprojecting the corresponding images into Radon space, and
a sparsifying image is produced therefrom. An iterative
reconstruction process is employed to produce a correction
image corresponding to one of the image data sets. This
correction image is subsequently subtracted from the sparsi-
fying image to produce a higher quality version of the corre-
sponding original image. This process is repeated for each
image in the series of original, lower quality, images.

The foregoing and other objects and advantages of the
invention will appear from the following description. In the
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description, reference is made to the accompanying drawings
which form a part hereof, and in which there is shown by way
ofillustration a preferred embodiment of the invention. Such
embodiment does not necessarily represent the full scope of
the invention, however, and reference is made therefore to the
claims and herein for interpreting the scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a graphic illustration of the manner in which
k-space is sampled during a typical Fourier, or spin-warp,
image acquisition using an MRI system;

FIG. 2 is a graphic illustration of the manner in which
k-space is sampled during a typical projection reconstruction
image acquisition using an MRI system;

FIG. 3 is a block diagram of a magnetic resonance imaging
(MRI) system used to practice the present invention;

FIG. 4 is a pulse sequence used in the MRI system of FIG.
3 to practice one embodiment of the invention;

FIG. 5 is a pictorial representation of the k-space data
sampled using the pulse sequence of FIG. 4;

FIG. 6 is a flowchart of an embodiment of the invention
used in the MRI system of FIG. 3 with the pulse sequence of
FIG. 4,

FIG. 7 is a graphic representation of interleaved projection
views;

FIG. 8 is a flowchart of another embodiment of the inven-
tionused in the MRI system of F1G. 3 with the pulse sequence
of FIG. 4;

FIG. 9A is a pictorial view of a CT scanner system;

FIG. 9B is a block diagram of the CT scanner system of
FIG. 9A;

FIG. 10 is a block diagram of another embodiment of the
invention using the CT scanner of FIGS. 9A and 9B;

FIG. 11 is a block diagram of a positron emission tomog-
raphy (PET) scanner; and

FIG. 12 is yet another embodiment of the invention using
the PET scanner of FIG. 11.

GENERAL DESCRIPTION OF THE INVENTION

To estimate the underlying image f from an incomplete
dataset along compressed sensing guidelines, the following
problem is solved:

rr}in{IIEf—SH% + AN (&

Where E is the encoding matrix, s is a vector containing the
image data acquired with the imaging system, A is a control
parameter that balances the residual error of the minimization
process and the sparsity of the image f, and W is a sparsifying
matrix. The sparsifying matrix, ¥, can be any number of
matrices that operate to sparsify an object. In the alternative,
W can be the identity matrix. For image data that is acquired
with radial sampling projections (e.g., radial MRI, computed
tomography, positron emission tomography) the encoding
matrix E is the Radon transform matrix and s is a vector
containing sinogram space values. In the alternative, if the
image data is k-space data that is either initially acquired in a
Cartesian sampling pattern or non-Cartesian k-space samples
regridded to a Cartesian grid, E is the Fourier transform
matrix and s is a vector containing k-space values. The image,
f, is the underlying image sought to be reconstructed.

Often, data are sampled in a temporal or parametric dimen-
sion and possess a significant degree of redundancy, as image
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6

pixels may highly correlate along such a dimension. For
example, the background tissues in a time-resolved angio-
graphic imaging study will contain substantially the same
pixel information. Likewise, in diffusion studies, gray matter
exhibits substantially isotropic diffusion behavior and thus,
gray matter pixels for different diffusion gradient directions
will be highly correlated. This property can be exploited in the
compressed sensing framework through the following:

rr?‘n{IIEf—SIIp +AN = Ol @

Where f, is a sparsifying image which is a reasonable
estimate of image intensity distribution and || . . . ||, is the
p-norm, which for an arbitrary vector x with length K has the
form:

1

K »
IX1l, = [Z |xk|”] :
k=1

And where 0=p=co.

The sparsifying image, f,, may be produced by a number of
different methods including but not limited to a sliding win-
dow reconstruction. In the alternative, the sparsifying image
can be reconstructed using other image reconstruction meth-
ods such as, for example, HYPR, which is described in co-
pending U.S. patent application Ser. No. 11/482,372; HYPR-
LR, which is described in co-pending U.S. patent application
Ser. No. 12/032,240; and I-HYPR, which is described in
co-pending U.S. patent application Ser. No. 12/032,262. By
employing the HYPR-LR method, for example, a further
increase in the signal-to-noise ratio (SNR) is possible in the
desired image frame.

As an example, consider a series of undersampled data sets
acquired with a medical imaging system over a period of time,
such that a dynamic process is imaged. An exemplary situa-
tion could be a series of image data sets acquired during the
passage of a contrast agent through the vasculature of a
patient. Each individual image data set can be reconstructed
to produce an image frame; however, these image frames will
be of poor quality as a result of undersampling artifacts. In
this situation, a sparsifying image, f, can be reconstructed
from a plurality of the image data sets to produce a reasonable
representation of the image intensity throughout the series of
image frames. In order to reconstruct a quality image frame,
equation (2) above can be employed in an iterative recon-
struction method to produce a correction image indicative of
the information present in the sparsifying image that does not
form a part of the desired underlying image frame. In this
manner, equation (2) is rewritten as:

i {l1Scorr = Efypl, + A¥ forel, ). ®)

corr

Where:
S, —Ef,—s is a vector containing corrected image data;
and

f,,,—f,—f1s the correction image. Therefore, by iteratively
minimizing equation (3), a correction image, f_,,, is pro-
duced that when subtracted from the sparsifying image, £,

results in a quality estimate of the desired underlying image
frame, f. Other minimization problems similar to the one
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described in equation (3) can further be employed to practice
the present invention. These include:

min {lSzor = Efyp I3 + ¥ foorlI?), “

corr

Where 1=q=2, and ( . . . )? indicates the conventional q*
power operation.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

The present invention may be applied to many different
medical imaging modalities and to many different clinical
applications. A number of these clinical applications of the
invention are described below to illustrate the broad scope of
the present invention. While the preferred embodiment of the
present invention is to reconstruct an image from data
acquired with a medical imaging system, it should be appre-
ciated to those skilled in the art that it is possible to use the
present invention to improve the quality of existing images.
Such existing images may be decomposed into a set of pro-
jection views and a new image can be reconstructed from
them using the reconstruction method of the present inven-
tion. The improvement will depend, of course, on the quality
of the sparsifying image that is used, and this in turn will
depend on the available a priori information regarding the
subject being imaged.

Magnetic Resonance Imaging System

Referring particularly to FIG. 3, one embodiment of the
invention is employed in an MRI system. The MRI system
includes a workstation 310 having a display 312 and a key-
board 314. The workstation 310 includes a processor 316 that
is acommercially available programmable machine running a
commercially available operating system. The workstation
310 provides the operator interface that enables scan prescrip-
tions to be entered into the MRI system. The workstation 310
is coupled to four servers: a pulse sequence server 318; a data
acquisition server 320; a data processing server 322, and a
data store server 323. The workstation 310 and each server
318, 320, 322 and 323 are connected to communicate with
each other.

The pulse sequence server 318 functions in response to
instructions downloaded from the workstation 310 to operate
a gradient system 324 and an RF system 326. Gradient wave-
forms necessary to perform the prescribed scan are produced
and applied to the gradient system 324 that excites gradient
coils in an assembly 328 to produce the magnetic field gra-
dients G,, G, and G, used for position encoding MR signals.
The gradient coil assembly 328 forms part of a magnet assem-
bly 330 that includes a polarizing magnet 332 and a whole-
body RF coil 334.

RF excitation waveforms are applied to the RF coil 334 by
the RF system 326 to perform the prescribed magnetic reso-
nance pulse sequence. Responsive MR signals detected by
the RF coil 334 or a separate local coil (not shown in FIG. 3)
are received by the RF system 326, amplified, demodulated,
filtered and digitized under direction of commands produced
by the pulse sequence server 318. The RF system 326
includes an RF transmitter for producing a wide variety of RF
pulses used in MR pulse sequences. The RF transmitter is
responsive to the scan prescription and direction from the
pulse sequence server 318 to produce RF pulses of the desired
frequency, phase and pulse amplitude waveform. The gener-
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ated RF pulses may be applied to the whole body RF coil 334
or to one or more local coils or coil arrays (not shown in FIG.
3.

The RF system 326 also includes one or more RF receiver
channels. Each RF receiver channel includes an RF amplifier
that amplifies the MR signal received by the coil to which it is
connected and a detector that detects and digitizes the I and Q
quadrature components of the received MR signal. The mag-
nitude of the received MR signal may thus be determined at
any sampled point by the square root of the sum of the squares
of'the I and Q components:

M=VP+Q?,

and the phase of the received MR signal may also be
determined:

oesa (9

The pulse sequence server 318 also optionally receives
patient data from a physiological acquisition controller 336.
The controller 336 receives signals from a number of different
sensors connected to the patient, such as ECG signals from
electrodes or respiratory signals from a bellows. Such signals
are typically used by the pulse sequence server 318 to syn-
chronize, or “gate”, the performance of the scan with the
subject’s respiration or heart beat.

The pulse sequence server 318 also connects to a scan room
interface circuit 338 that receives signals from various sen-
sors associated with the condition of the patient and the mag-
net system. It is also through the scan room interface circuit
338 that a patient positioning system 340 receives commands
to move the patient to desired positions during the scan.

The digitized MR signal samples produced by the RF sys-
tem 326 are received by the data acquisition server 320. The
data acquisition server 320 operates in response to instruc-
tions downloaded from the workstation 310 to receive the
real-time MR data and provide buffer storage such that no
data is lost by data overrun. In some scans the data acquisition
server 320 does little more than pass the acquired MR data to
the data processor server 322. However, in scans that require
information derived from acquired MR data to control the
further performance of the scan, the data acquisition server
320 is programmed to produce such information and convey
it to the pulse sequence server 318. For example, during
prescans MR data is acquired and used to calibrate the pulse
sequence performed by the pulse sequence server 318. Also,
navigator signals may be acquired during a scan and used to
adjust RF or gradient system operating parameters or to con-
trol the view order in which k-space is sampled. And, the data
acquisition server 320 may be employed to process MR sig-
nals used to detect the arrival of contrast agent in an MRA
scan. In all these examples the data acquisition server 320
acquires MR data and processes it in real-time to produce
information that is used to control the scan.

The data processing server 322 receives MR data from the
data acquisition server 320 and processes it in accordance
with instructions downloaded from the workstation 310. Such
processing may include, for example: Fourier transformation
of raw k-space MR data to produce two or three-dimensional
images; the application of filters to a reconstructed image; the
performance of a backprojection image reconstruction of
acquired MR data; the calculation of functional MR images;
the calculation of motion or flow images, etc.
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Images reconstructed by the data processing server 322 are
conveyed back to the workstation 310 where they are stored.
Real-time images are stored in a data base memory cache (not
shown) from which they may be output to operator display
312 or a display that is located near the magnet assembly 330
for use by attending physicians. Batch mode images or
selected real time images are stored in a host database on disc
storage 344. When such images have been reconstructed and
transferred to storage, the data processing server 322 notifies
the data store server 323 on the workstation 310. The work-
station 310 may be used by an operator to archive the images,
produce films, or send the images via a network to other
facilities.

Preferred Pulse Sequence

To practice the preferred embodiment of the invention
NMR data is acquired using a projection reconstruction, or
radial, pulse sequence shown in FIG. 4. This is a fast gradient-
recalled echo pulse sequence in which a selective, asymmetri-
cally truncated sinc RF excitation pulse 400 is produced in the
presence of a slice-select gradient 402. This pulse sequence
may be used to acquire a single 2D slice by sampling in a
single k-space circular plane, or it may be used to sample a
plurality of circular k-space planes as shown at 404, 406 and
408 in FIG. 5. When multiple 2D slices are acquired the
gradient 402 is a slab select gradient followed by a phase
encoding gradient lobe 410 and a rewinder gradient lobe 412
of opposite polarity. This axial, phase encoding gradient 410
is stepped through values during the scan to sample from each
of the 2D k-space planes 404, 406 and 408.

Two in-plane readout gradients 414 and 416 are played out
during the acquisition of an NMR echo signal 418 to sample
k-space in a 2D plane 404, 406 or 408 along a radial trajec-
tory. These in-plane gradients 414 and 416 are perpendicular
to the axial gradient and they are perpendicular to each other.
During a scan they are stepped through a series of values to
rotate the view angle of the radial sampling trajectory as will
be described in more detail below. Each of the in-plane read-
out gradients is preceded by a prephasing gradient lobe 420
and 422 and followed by a rewinder gradient lobe 424 and
426.

It should be apparent to those skilled in the art that sam-
pling trajectories other than the preferred straight line trajec-
tory extending from one point on the k-space peripheral
boundary, through the center of k-space to an opposite point
on the k-space peripheral boundary may also be used. One
variation is to acquire a partial NMR echo signal 418 which
samples along a trajectory that does not extend across the
entire extent of the sampled k-space volume. An exemplary
pulse sequence for this method can be found, for example, in
U.S. Pat. No. 7,148,685. Another variation which is equiva-
lent to the straight line projection reconstruction pulse
sequence is to sample along a curved path, or spiral, rather
than a straight line. Such pulse sequences are described, for
example, in “Fast Three Dimensional Sodium Imaging”,
MRM, 37:706-715, 1997 by F. E. Boada, et al. and in “Rapid
3D PC-MRA Using Spiral Projection Imaging”, Proc. Intl.
Soc. Magn. Reson. Med. 13 (2005) by K. V. Koladia et al and
“Spiral Projection Imaging: a new fast 3D trajectory”, Proc.
Intl. Soc. Mag. Reson. Med. 13 (2005) by J. G. Pipe and
Koladia. It should further be appreciated by those skilled in
the art that Cartesian sampling patterns can also be inter-
leaved and employed to practice the present invention. More-
over, the present invention may be employed with 3D as well
as 2D versions of these sampling methods and use of the term
“pixel” herein is intended to refer to a location in either a 2D
or a 3D image.
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The MRI system described above can be used in a wide
variety of clinical applications to acquire either 2D or 3D sets
of projection views that may be used to reconstruct one or
more images. The image reconstruction method of the present
invention is particularly useful in scans where one or more
image frames are reconstructed using less than all the
acquired projection views. The present invention can further
be practiced with parallel MR imaging techniques, as will be
described in better detail below.

Image Reconstruction for MR Imaging System

The first embodiment of the image reconstruction method
employs an MRI system that acquires two-dimensional pro-
jection views and reconstructs a series of image frames that
depictthe subject over a period of time. Referring particularly
to FIG. 6, a set of projection views 650 are acquired from
which an image frame is to be reconstructed as indicated at
process block 600. These projection views 650 are few in
number (e.g., 10 views) and evenly distributed to sample
k-space as uniformly as possible as illustrated in FIG. 2.
Because of the low number of projection views that are
acquired, this image frame can be acquired in a very short
scan time, but because k-space is highly undersampled, streak
artifacts will occur in any image reconstructed using conven-
tional methods. The use of the term image data set herein is
intended to refer to a set of projection views 650 acquired
with a preselected number of repetitions of the pulse
sequence described above with reference to FIG. 4.

The next step as indicated at process block 602 is to com-
bine all of the projection views that have been acquired from
the subject of the examination and reconstruct a composite, or
sparsifying, image, f.. This will include projection views
previously acquired which are interleaved with the views for
the current image frame and which thus provides a more
complete sampling of k-space. Referring to FIG. 7, for
example, the current image frame projection views may
sample k-space as indicated by dotted lines 700 and previ-
ously acquired image frame views may sample k-space as
indicated by dashed lines 702 and lines 704. The sparsifying
image may be reconstructed using a conventional method
because a sufficient number of views are available to avoid
image artifacts. In the preferred embodiment this reconstruc-
tion includes regridding the combined acquired k-space pro-
jection data into Cartesian coordinates and then performing
an inverse two-dimensional Fourier transformation (2DFT)
to produce the sparsifying image, f..

The current image frame is next reconstructed according to
the teachings of the present invention. More specifically, the
sparsifying image, f, is regridded into k-space along the same
sampling pattern as the current image frame, as indicated in
step 604. An exemplary regridding process is described in K
P Pruessman, et al., “Advances in Sensitivity Encoding With
Arbitrary k-Space Trajectories” Magn. Reson. Med. 2001;
46:638-651. The current image data set is then subtracted
from the regridded sparsifying image in step 606 to produce
a difference data set. Since the sparsifying image has been
regridded in the manner described above, it is no longer an
interleaved set of k-space projection views as shown in FIG.
7; instead, the regridded data is a set of values in k-space
having the same sampling pattern as the current image data
set, but including information corresponding to a plurality of
image frames. Therefore, when the subtraction occurs, the
information contained in the current image data set is not
simply removed from the regridded data as would be the case
were the current image data set to be subtracted from the
sliding window composite of the image frames acquired in
step 600.
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A correction image is produced next in step 608. First, the
k-space projection views in the difference data set are trans-
formed to Radon, or sinogram, space by performing a one-
dimensional, fast Fourier inverse transformation to produce
the vector s_,,,. This is repeated for each projection view in
the difference data set to form a matrix of difference data
vectors, s,,,,. 1 he encoding matrix, E, is then selected to be a
Radon transform matrix. In the alternative, the matrix of
difference data vectors, s_,,,, can contain k-space values and
the corresponding encoding matrix, E, can be selected as a
Fourier transform matrix. A fixed value of the control param-
eter, &, and an appropriate sparsifying transform W are
selected and the minimization problem presented in equation
(3) is iteratively solved to produce the correction image for
the current image frame. The minimization problem is solved
using an iteratively reweighed algorithm such as the one
described in I F Gorodnitsky and B D Rao, “Sparse Signal
Reconstruction from Limited Data Using FOCUSS: A Re-
weighted Minimum Norm Algorithm” /EEE Transactions on
Signal Processing, 1997; 45(3):600-616. In the alternative,
other iterative algorithms may be employed, such as, for
example, the one described in B Wohlberg and P Rodriguez,
“An Iteratively Reweighted Norm Algorithm for Minimiza-
tion of Total Variation Functionals” IEEE Signal Processing
Letters, 2007; 14(12):948-951. In the preferred embodiment,
the sparsifying transform, W, is selected to be an image gra-
dient D, where D is a matrix of first order image differences.
In the alternative, however, ¥ can be selected to be a discrete
wavelet transform or an identity matrix. The choice of ¥ can
vary and it should be appreciated by those skilled in the art
that many variations are possible and are all within the scope
of the present invention.

The correction image, f_ ., has pixel values indicative of
image intensity differences between the sparsifying image
and the underlying current image frame. As such, the final
image corresponding to the current image frame is then pro-
duced in step 610 where the correction image is subtracted
from the sparsifying image, f.. The a priori information
embodied in the sparsifying image is used to constrain and
thereby improve the quality of the reconstructed image
frames.

Additional image frames are reconstructed as indicated at
process block 612. When the last image frame is completed as
determined at decision block 614, the reconstruction process
stops and all the image frames are stored as indicated at
process block 616.

Parallel Image Reconstruction for MR Imaging System

Another embodiment of the image reconstruction method
also employs an MRI system that acquires two-dimensional
projection views and reconstructs a series of image frames
that depict the subject over a period of time. In this embodi-
ment, however, the image data is acquired using a parallel RF
receive coil array and one image data set is acquired from
each receive coil element, collectively forming a “coil image
data set” 850. Referring particularly to FIG. 8, a coil image
data set is acquired from which an image frame is to be
reconstructed as indicated at process block 800. The projec-
tion views making up each image data set within the coil
image data set 850 are few in number and evenly distributed
to sample k-space as uniformly as possible as illustrated in
FIG. 2. Because of the low number of projection views that
are acquired, each image frame can be acquired in a very short
scan time, but because k-space is highly undersampled, streak
artifacts will occur in any image reconstructed using conven-
tional methods. By employing a parallel MR acquisition
scheme, an even further reduction of overall scan time is
achievable.
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The next step as indicated at process block 802 is to com-
bine all of the projection views that have been acquired from
the subject of the examination and reconstruct a composite, or
sparsifying, image, f,. First, the image data sets for each coil
element in the parallel receiver array are combined. Each of
these combined image data sets will include projection views
previously acquired which are interleaved with the views for
the current image frame and which thus provides a more
complete sampling of k-space. Referring to FIG. 7, for
example, the current image frame projection views may
sample k-space as indicated by dotted lines 700 and previ-
ously acquired image frame views may sample k-space as
indicated by dashed lines 702 and lines 704. However,
k-space is still undersampled and parallel MR image recon-
struction methods are employed to produce a sparsifying
image, f, from the combined image data sets from each coil
element. The sparsifying image may be reconstructed using a
conventional parallel reconstruction method with the choice
of'reconstruction method depending on the k-space trajectory
employed to practice the present invention. For example, a
non-Cartesian SENSE method can be employed, such as the
one described in K P Pruessman, et al., “Advances in Sensi-
tivity Encoding With Arbitrary k-Space Trajectories” Magn.
Reson. Med. 2001; 46:638-651.

A loop is then entered at 804, in which a sparsified image
data set is produced from the coil image data set 850. More
specifically, for each coil element the sparsifying image, f, is
first multiplied by the corresponding coil sensitivity map, as
indicated in step 806 to produce an intermediate image. Each
intermediate image is then regridded into k-space along the
same sampling pattern as the current image frame in step 808.
An exemplary regridding process is described in K P Pruess-
man, etal., “Advances in Sensitivity Encoding With Arbitrary
k-Space Trajectories” Magn. Reson. Med. 2001; 46:638-651.
The current image data set for the corresponding coil element
is then subtracted from the regridded intermediate image in
step 810 to produce a difference data set for that coil. This
process is repeated for the image data set corresponding to the
next coil element, as indicated in step 812. When a difference
data set has been produced for the current image frame for
each coil in the parallel receiver array, as determined at deci-
sion block 814, the reconstruction process for the current
image frame continues.

A correction image is produced next in step 816. First, the
k-space projection views in the difference data set are trans-
formed to Radon, or sinogram, space by performing a one-
dimensional, fast Fourier inverse transformation to produce
the vector s_,,, and an appropriate encoding matrix, E, is
further produced. Additionally, each difference data vector,
S0 Includes information for a given projection view from
each coil in the parallel receiver coil array. As described
above, the difference data vectors, s_,,,, can alternatively
contain k-space values. A fixed value of the control param-
eter, &, and an appropriate sparsifying transform W are
selected and the minimization problem presented in equation
(3) is iteratively solved to produce the correction image for
the current image frame. In this embodiment, the encoding
matrix E is selected to include the coil sensitivity profiles of
each coil element in the parallel receiver array. The minimi-
zation problem is then solved using an iteratively reweighed
algorithm such as the one described in I F Gorodnitsky and B
D Rao, “Sparse Signal Reconstruction from Limited Data
Using FOCUSS: A Re-weighted Minimum Norm Algo-
rithm” IEEE Transactions on Signal Processing 1997; 45(3):
600-616. In the preferred embodiment, the sparsifying trans-
form, W, is selected to be an image gradient D, where D is a
matrix of first order image differences. In the alternative, ¥
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can be selected to be a discrete wavelet transform or an
identity matrix. The choice of W can vary and it should be
appreciated by those skilled in the art that many variations are
possible and are all within the scope of the present invention.

The final image corresponding to the current image frame
is then produced in step 816 where the correction image is
subtracted from the sparsifying image, f.. The a priori infor-
mation embodied in the sparsifying image is used to constrain
and thereby improve the quality of the reconstructed image
frames. Additional image frames are reconstructed as indi-
cated at process block 820. When the last image frame is
completed as determined at decision block 822, the recon-
struction process stops and all the image frames are stored as
indicated at process block 824.

Computed Tomography Imaging System

The present invention is also particularly applicable to
other medical imaging modalities in which interleaved pro-
jection views of the subject are acquired. One such imaging
modality is x-ray computed tomography. With initial refer-
ence to FIGS. 9A and 9B, a computed tomography (CT)
imaging system 910 includes a gantry 912 representative of a
“third generation” CT scanner. Gantry 912 has an x-ray
source 913 that projects a fan beam, or cone beam, of x-rays
914 toward a detector array 916 on the opposite side of the
gantry. The detector array 916 is formed by a number of
detector elements 918 which together sense the projected
x-rays that pass through a medical patient 915. Each detector
element 918 produces an electrical signal that represents the
intensity of an impinging x-ray beam and hence the attenua-
tion of the beam as it passes through the patient. During a scan
to acquire X-ray projection data, the gantry 912 and the com-
ponents mounted thereon rotate about a center of rotation 919
located within the patient 915.

The rotation of the gantry and the operation of the x-ray
source 913 are governed by a control mechanism 920 of the
CT system. The control mechanism 920 includes an x-ray
controller 922 that provides power and timing signals to the
x-ray source 913 and a gantry motor controller 923 that con-
trols the rotational speed and position of the gantry 912. A
data acquisition system (DAS) 924 in the control mechanism
920 samples analog data from detector elements 918 and
converts the data to digital signals for subsequent processing.
An image reconstructor 925, receives sampled and digitized
x-ray data from the DAS 924 and performs high speed image
reconstruction. The reconstructed image is applied as an input
to a computer 926 which stores the image in a mass storage
device 928.

The computer 926 also receives commands and scanning
parameters from an operator via console 930 that has a key-
board. An associated display 932 allows the operator to
observe the reconstructed image and other data from the
computer 926. The operator supplied commands and param-
eters are used by the computer 926 to provide control signals
and information to the DAS 924, the x-ray controller 922 and
the gantry motor controller 923. In addition, computer 926
operates a table motor controller 934 which controls a motor-
ized table 936 to position the patient 915 in the gantry 912.

Like the MRI system, the CT system has many different
clinical applications in which either 2D or 3D sets of projec-
tion views are acquired and used to reconstruct one or more
images of the patient. Whereas the projection views acquired
by the MRI system are comprised of k-space (or Fourier
space) samples, the projection views acquired by the CT
system are comprised of Radon space samples. Image recon-
struction using data acquired with a CT system necessarily
requires transformation from Radon space to real space.
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Image Reconstruction for CT Imaging System

Referring particularly to FIG. 10, another embodiment of
the invention employs a CT system to acquire a series of 2D
slice images. As indicated by process block 1000 a set of
projection views from which a 2D image frame can be recon-
structed is acquired. This may be a highly undersampled
acquisition in which the projection views are at equally
spaced view angles that sample Radon space in a uniform
manner as illustrated in FIG. 2. In this embodiment, the data
acquisition phase of the scan is completed prior to image
reconstruction and a series of image frames are thus acquired
before this phase of the scan is completed as determined at
decision block 1002. For example, a series of image frames
may be acquired during a dynamic study in which a contrast
agent flows into the region of interest. As with the first
embodiment described above, the projection views acquired
during this scan are interleaved as illustrated in FIG. 7 such
that when they are all combined, a data set is formed in which
Radon space is highly sampled even though each image data
set undersamples Radon space.

As indicated at process block 1004, a sparsifying image is
reconstructed from the combined projection views acquired
during the acquisition phase of the scan. The sets of equally
spaced projection views that form each image frame are inter-
leaved with each other such that the projection views from a
combination of image frames more fully sample Radon space
and produce a higher quality image. The sparsifying image is
reconstructed from these combined projection views using a
conventional image reconstruction technique such as a fil-
tered backprojection.

A loop is entered into at 1006 where the reconstruction
method described above may now be used to reconstruct each
frame image. First, the sparsifying image is regridded to the
same sampling pattern as the image frame that is to be recon-
structed, as indicated in step 1008. Next, the current image
data is subtracted from the regridded sparsified data to pro-
duce a difference data set in step 1010. The difference data set
is then employed in the minimization problem presented in
equation (3) above to produce a correction image in step
1012. Since the data acquired with a CT imaging system is
inherently in Radon space, the difference data need not be
transformed before the iterative minimization process. As
described above, the encoding matrix in this situation is the
Radon transform matrix and a control parameter A, and an
appropriate sparsitying transform W are selected. The cor-
rected image frame is then produced in step 1014 by subtract-
ing the correction image from the sparsifying image. The
resulting corrected image frame is stored as indicated at pro-
cess block 1016.

Further image frames are reconstructed as indicated at
process block 1018 until all the data acquired during the data
acquisition phase of the scan is used as determined at decision
block 1020. The reconstruction phase of the scan ends at this
point, although the reconstructed image frames may be fur-
ther processed depending on the particular clinical applica-
tion. In this embodiment the sparsifying image is formed by
all the views acquired during the scan to provide a substantial
improvement in image frame SNR, but the image frames are
not available in real time.

Positron Emission Tomography Imaging System

In the above-described embodiments the a priori informa-
tion used to reconstruct the sparsifying image results from the
acquisition of a plurality of image frames at interleaved pro-
jection views. There are other clinical applications of the
present invention, however, in which a priori information is
available for a quality sparsifying image without acquiring
additional projection views. One of these is data acquired
with a positron emission tomography (PET) scanner.
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Referring particularly to FIG. 11, the PET scanner system
includes a gantry 1110 which supports a detector ring assem-
bly 1111 about a central opening, or bore 1112. A gantry
controller 1117 is mounted within the gantry 1110 and is
responsive to commands received from an operator work
station 1115 through a second serial communication link
1118 to operate the gantry.

The detector ring 1111 is comprised of detector blocks
1120. Each block 1120 includes a set of scintillator crystal
photomultiplier tubes. A set of acquisition circuits 1125 are
mounted within the gantry 1110 to receive the signals from
each of the modules 1120 in the detector ring 1111. The
acquisition circuits 1125 determine the event coordinates
within each block of scintillator crystals and these coordi-
nates (X,z), along with the sum of the crystal block signals are
digitized and sent through a cable 1126 to an event locater
circuit 1127 housed in a separate cabinet 1128. Each acqui-
sition circuit 1125 also produces an event detection pulse
(EDP) which indicates the exact moment the scintillation
event took place.

The event locator circuits 1127 form part of a data acqui-
sition processor 1130 which periodically samples the signals
produced by the acquisition circuits 1125. The processor
1130 has a backplane bus structure 1131 and an acquisition
CPU 1129 which controls communications on this bus 1131
and links the processor 1130 to the local area network 1118.
The event locator 1127 is comprised of a set of separate circuit
boards which each connect to the cable 1126 and receive
signals from corresponding acquisition circuits 1125 in the
gantry 1110. The event locator 1127 synchronizes the event
with the operation of the processor 1130 by detecting the
event pulse (EDP) produced by an acquisition circuit 1125,
and converting it into an 8-bit time marker which indicates
when within the current sample period the scintillation event
took place. Also, this circuit 1127 discards any detected
events if the total energy of the scintillation is outside the
range of 511 keV+£20%. During each sample period, the infor-
mation regarding each valid event is assembled into a set of
digital numbers that indicate precisely when the event took
place and the position of the scintillator crystal which
detected the event. This event data packet is conveyed to a
coincidence detector 1132 which is also part of the data
acquisition processor 1130.

The coincidence detector 1132 accepts the event data pack-
ets from the event locators 1127 and determines if any two of
them are in coincidence. Events which cannot be paired are
discarded, but coincident event pairs are located and recorded
as a coincidence data packet that is conveyed through a serial
link 1133 to a sorter 1134. Each coincidence data packet
includes a pair of digital numbers which precisely identify the
addresses of the two scintillator crystals that detected the
event. From these, the location and angle of the ray path that
produced the coincidence event can be determined.

The sorter 1134 is a circuit which forms part of an image
reconstruction processor 1140. The image reconstruction
processor 1140 is formed about a backplane bus 1141. An
image CPU 1142 controls the backplane bus 1141 and it links
the processor 1140 to the local area network 418. A memory
module 1143 also connects to the backplane 1141 and it stores
the data used to reconstruct images as will be described in
more detail below. An array processor 1145 also connects to
the backplane 1141 and it operates under the direction of the
image CPU 1142 to perform the image reconstruction using
the data in memory module 1143. The resulting image array
1146 is stored in memory module 1143 and is output by the
image CPU 1142 to the operator work station 1115.
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The function of the sorter 1134 is to receive the coinci-
dence data packets and generate from them memory
addresses for the efficient storage of the coincidence data. The
set of all coincidence event rays that point in the same direc-
tion (0) and pass through the scanner’s field of view is a
complete projection, or “view”. The distance (R) between a
particular ray path in a projection view and the center of the
field of view locates that ray within the view. As shown in
FIG. 11, for example, an event 1160 occurs along a projection
ray 1162 which is located in a view at the projection angle 0
and the distance R. The sorter 1134 counts all of the events
that occur on this projection ray (R,0) during the scan by
sorting out the coincidence data packets that indicate an event
at the two scintillator crystals lying on this projection ray.
During an emission scan, the coincidence counts are orga-
nized in memory 1143 as a set of two-dimensional arrays, one
for each axial image, and each having as one of its dimensions
the projection angle 8 and the other dimension the distance R.
This 0 by R map of the measured coincidence events is called
a histogram, or more commonly the sinogram array 1148.

Coincidence events occur at random and the sorter 1134
quickly determines the 6 and R values from the two scintil-
lator crystal addresses in each coincidence data packet and
increments the count of the corresponding sinogram array
element. At the completion of the emission scan, the sino-
gram array 1148 stores the total number of annihilation events
which occurred along each ray. The number of such annihi-
lation events indicates the number of positron electron anni-
hilation events that occurred along the ray (R,0) during the
emission scan and within a few minutes hundreds of thou-
sands of events are typically recorded. These numbers are
used to reconstruct a tomographic image.

It can be appreciated that the quality of a PET image will
depend to a great extent on the number of scintillation events
that are allowed to accumulate in the sinogram 1148. The
longer the scan continues, the larger the number of detected
scintillation events and the higher the quality of the recon-
structed image.

Image Reconstruction for PET Imaging System

Referring particularly to FIG. 12, the present invention
may be employed by the PET scanner to perform a time-
resolved emission scan. The emission scan begins as indi-
cated at process block 1200 by injecting a radionuclide into
the subject of the examination. The radionuclides most often
employed in diagnostic imaging are fluorine-18 (**F), car-
bon-11 (**C), nitrogen-13 (**N), and oxygen-15 (*°0). These
are employed as radioactive tracers called “radiopharmaceu-
ticals” by incorporating them into substances, such as glucose
or carbon dioxide. The radiopharmaceuticals are injected in
the patient and become involved in such processes as glucose
metabolism, fatty acid metabolism and protein synthesis.

The subject is placed in the bore 1112 of the PET scanner
and scintillation events are detected and counted as indicated
at process block 1202. As described above, the scintillation
events are detected, sorted and stored in sinogram 1148 as
counts for each ray R in the projection views 0. Events are
counted and accumulated for arelatively short time interval as
determined at decision block 1204. This time interval deter-
mines the time resolution of the emission scan and it may be,
for example, one-tenth the duration of a conventional emis-
sion scan. As indicated at process block 1206, when the time
interval expires the accumulated scintillation event counts are
saved as a time interval sinogram 1208.

The emission scan continues and the accumulated sino-
gram count is saved after each time interval until the end of
the scan is detected at decision block 1210. End of scan may
be a preset time or a preset number of time intervals. In either
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case, a plurality of time interval sinograms 1208 will be
produced during the emission scan and the last sinogram
1208 will store the total count for the entire emission scan.
Each time interval sinogram 1208 is analogous to an image
data set acquired with the MR and CT imaging systems
described above.

The image reconstruction phase of the scan now begins,
and during this phase an image frame indicative of the uptake
of radiopharmaceutical at the end of each time interval is
reconstructed. First, as indicated at process block 1212, a
sparsifying image is reconstructed. This is a conventional
backprojection reconstruction using the last sinogram 1208
saved during the emission scan. This contains the accumu-
lated scintillation events for the entire emission scan and the
image quality will be the best possible.

A loop is then entered at 1214 in which time resolved
image frames are reconstructed using this sparsifying image.
More specifically, as indicated at process block 1216 an itera-
tive reconstruction of each stored time interval sinogram
1208 is performed. This iterative reconstruction is performed
as described above in equation (3) by first regridding the
recently reconstructed sparsifying image, as indicated in step
1216 and described above. This is a constrained minimization
problem in which the accumulated scintillation count for each
ray R in each view 0 of the time interval sinogram 1208 is
entered as the data vector s into equation (3). Additionally,
and as described with reference to the other embodiments of
the present invention, a difference data set is produced for
each time interval sinogram 1208 by subtracting said time
interval sinogram 1208 from the regridded sparsifying image
data.

The image frame reconstruction process 1218 is repeated
until image frames corresponding to each time interval sino-
gram 1208 is produced as detected at decision block 1220. As
aresult, a series of image frames are produced which indicate
the uptake of the radiopharmaceutical at each time interval
during the emission scan. By using the higher quality sparsi-
fying image in the reconstruction, the image quality of each
image frame is substantially improved over conventional
images reconstructed using sinograms having low annihila-
tion event counts.

In this PET scanner embodiment the sparsifying image is
not formed using additional interleaved views acquired dur-
ing the scan, but rather, by combining the data acquired at the
same set of views during each of a plurality of time intervals
during the scan. Sparsifying image quality is improved in this
embodiment by increasing the SNR of each view rather than
increasing the number of views as in the prior embodiments
described above. This same strategy can also be used in x-ray
CT, for example, to reduce patient x-ray exposure without
reducing image quality. In such an embodiment a series of
image frames are acquired using the same set of projection
angles in each image frame. However, the x-ray dose is low-
ered to reduce the exposure for the patient. The frame image
SNR is retained by using the reconstruction method of the
present invention with a sparsifying image produced by com-
bining the low-dose attenuation measurements made during
each image frame acquisition. Rather than adding coinci-
dence event counts as in the PET scanner embodiment, the
“combination” in this x-ray embodiment is the average of all
the corresponding attenuation measurements in acquired
frame images.

This same image reconstruction strategy can be used in
reconstructing images acquired with single photon emission
computed tomography (SPECT) systems. As with PET scan-
ners, SPECT systems accumulate counts of detected photons
emitted from the subject along different ray paths. During a
scan a gamma camera is moved slowly to accumulate counts
at different view angles. Using the present invention a series
of image frames may be acquired by moving the gamma
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camera more quickly and repeatedly through the same series
of view angles. A lower count is accumulated at each view
angle so as not to increase total scan time, but the SNR of each
reconstructed image frame is maintained using a sparsifying
image that is formed by adding all the counts together for each
view angle.

The present invention has been described in terms of one or
more preferred embodiments, and it should be appreciated
that many equivalents, alternatives, variations, and modifica-
tions, aside from those expressly stated, are possible and
within the scope of the invention. It should be appreciated by
those skilled in the art that there are many variations possible
from the particular embodiments described above. For
example, it should be appreciated by those skilled in the art
that equations (3) and (4) can be modified such that a plurality
of sparsifying images are employed to determine a corre-
sponding plurality of correction images.

The invention claimed is:

1. A method for producing an image of a subject positioned
in a field of view (FOV) of a medical imaging system, the
steps comprising:

a) acquiring, with the medical imaging system, a plurality

ofimage data sets of the subject positioned in the FOV at
a corresponding plurality of time frames;

b) reconstructing a sparsifying image by combining the
data from the plurality of acquired image data sets;

¢) producing a sparsifying image data set by transforming
the sparsifying image reconstructed in step b);

d) producing a difference image data set by subtracting the
image data set acquired in a selected time frame from the
sparsifying image data set produced in step d);

e) iteratively reconstructing a correction image using the
difference image data set produced in step d); and

) subtracting the correction image from the sparsitying
image reconstructed in step b) to produce the image of
the subject at the selected time frame.

2. The method as recited in claim 1 in which step c)
includes regridding the sparsifying image to a sampling pat-
tern of the image data set acquired at a selected time frame.

3. The method as recited in claim 1 in which step e)
includes iteratively reconstructing the correction image using
an iterative minimization having the form:

128 {corr = Efpl, + A el )

feorr

wherein:
f.,,,—the correction image;
S.os the difference image data set;
E=an encoding matrix that describes the relationship
between the correction image, f,_,,, and the difference
image data set, s,
A=a control parameter that balances a residual error and
sparsification of the correction image f__,,;
W=a sparsifying transform;
f =the sparsifying image reconstructed in step b); and
..., indicates p-norm.
4. The method as recited in claim 1 in which step e)
includes iteratively reconstructing the correction image using
an iterative minimization having the form:

min{lscor - Ef ol + 1Y feorrlIZhs

corr

wherein:
f.,,,—the correction image;
the difference image data set;

Scorr
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E=an encoding matrix that describes the relationship
between the correction image, f_ ., and the difference
image data set, s_.,,,;

A=a control parameter that balances a residual error and
sparsification of the correction image f_

W=a sparsifying transform;

f =the sparsifying image reconstructed in step b); and

... |l,7 indicates a q™ power of a g-norm.

5. The method as recited in claim 1 in which the medical
imaging system is a magnetic resonance imaging (MRI) sys-
tem and the image data sets acquired in step a) are interleaved
k-space data sets.

6. The method as recited in claim 5 in which step a)
includes performing a pulse sequence that samples k-space
with radial k-space trajectories.

7. The method as recited in claim 5 in which step a)
includes performing a pulse sequence that samples k-space
with a spiral k-space trajectory.

8. The method as recited in claim 5 in which the MRI
system includes a parallel radiofrequency (RF) receiver coil
having a plurality of receiver coil elements and an image data
set is acquired from each coil element at each of the plurality
of time frames.

9. The method as recited in claim 8 in which step b) further
includes producing an intermediate sparsifying image corre-
sponding to each receiver coil element by multiplying the
sparsifying image by a sensitivity profile of the corresponding
receiver coil element.

10. The method as recited in claim 9 in which step c)
includes producing a plurality of sparsifying image data sets
by transforming the intermediate sparsifying images.

11. The method as recited in claim 10 in which step d)
includes producing a plurality of difference image data sets
by subtracting the image data sets acquired from the plurality
of receiver coil elements at a selected time frame from the
corresponding intermediate sparsifying images.

12. The method as recited in claim 11 in which step e)
includes iteratively reconstructing a correction image using
the plurality of difference image data sets produced in step d).

13. The method as recited in claim 1 in which the medical
imaging system is an x-ray computed tomography (CT)
imaging system and the image data sets acquired in step a) are
interleaved Radon space data sets.

14. The method as recited in claim 1 in which the medical
imaging system is a positron emission tomography (PET)
imaging system and the image data sets acquired in step a) are
a series of time-resolved sinograms.
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15. The method as recited in claim 1 in which the medical
imaging system is a single photon emission computed tomog-
raphy (SPECT) imaging system and the image data sets
acquired in step a) are a series of time-resolved sinograms.

16. The method as recited in claim 1 in which the plurality
of image data sets acquired in step a) include undersampled
image data sets.

17. The method as recited in claim 1 in which step b)
includes reconstructing the sparsifying image with a HYPR-
LR image reconstruction method.

18. A method for producing an image having improved
quality as compared to a previously reconstructed image that
forms a part of a series of previously reconstructed images of
a subject, the steps comprising:

a) transforming the series of previously reconstructed
images to produce a plurality of corresponding image
data sets;

b) reconstructing a sparsifying image by combining data
from the plurality of image data sets produced in step a);

¢) producing a sparsifying image data set by transforming
the sparsifying image reconstructed in step b);

d) producing a difference image data set by subtracting a
selected image data set from the sparsifying image data
set produced in step c¢);

e) iteratively reconstructing a correction image using the
difference image data set produced in step d); and

) subtracting the correction image from the sparsitying
image reconstructed in step b) to produce the image of
the subject that has improved quality as compared to the
previously reconstructed images.

19. The method as recited in claim 18 in which step ¢)
includes regridding the sparsifying image to a sampling pat-
tern of a selected image data set.

20. The method as recited in claim 18 in which steps ¢)-f)
are repeated for each image data set to improve the quality of
each image in the series of images.

21. The method as recited in claim 18 in which step a)
includes transforming each image in the series of images into
Radon space.

22. The method as recited in claim 18 in which the series of
images is a series of medical images produced with a medical
imaging system.

23. The method as recited in claim 18 in which step b)
includes reconstructing the sparsifying image with a HYPR-
LR image reconstruction method.
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