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1
METHOD FOR REDUCING MOTION
ARTIFACTS IN HIGHLY CONSTRAINED
MEDICAL IMAGES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
patent application Ser. No. 60/972,828 filed on Sep. 17, 2007
and entitled “Method for Producing Highly Constrained
X-Ray Radiograph Images” and U.S. Provisional patent
application Ser. No. 61/023,454 filed on Jan. 25, 2008 and
entitled “Method for Reducing Motion Artifacts in Highly
Constrained Medical Images”.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH

This invention was made with government support under
Grant Nos. NIH EB006393 and HL072260. The United
States Government has certain rights in this invention.

This invention was made with government support under
Grant No. EB006393 awarded by the National Institute of
Health. The United States Government has certain rights in
this invention.

BACKGROUND OF THE INVENTION

The field of the invention is medical imaging and particu-
larly, methods for producing images using a highly con-
strained image reconstruction method.

Recently a new image reconstruction method known in the
art as “HYPR” and described in co-pending U.S. patent appli-
cation Ser. No. 11/482,372, filed on Jul. 7, 2006 and entitled
“Highly Constrained Image Reconstruction Method” was
disclosed and is incorporated by reference into this applica-
tion. With the HYPR method a composite image is recon-
structed from acquired data to provide a priori knowledge of
the subject being imaged. This composite image is then used
to highly constrain the image reconstruction process. HYPR
may be used in a number of different imaging modalities
including magnetic resonance imaging (MRI), x-ray com-
puted tomography (CT), positron emission tomography
(PET), single photon emission computed tomography
(SPECT) digital tomosynthesis (DTS) and ultrasonic imag-
ing.

As shown in FIG. 1, for example, when a series of time-
resolved images 2 are acquired in a dynamic study, each
image frame 2 may be reconstructed using a very limited set
of'acquired views. However, each such set of views is inter-
leaved with the views acquired for other image frames 2, and
after a number of image frames have been acquired, a suffi-
cient number of different views are available to reconstruct a
quality composite image 3 for use according to the HYPR
method. A composite image 3 formed by using all the inter-
leaved projections is thus a much higher quality image (i.e.
high signal-to-noise ratio (SNR)), and this higher quality is
conveyed to the image frame by using the highly constrained
image reconstruction method 4.

A discovery of the HYPR method is that good quality
images can be produced with far fewer projection signal
profiles if a priori knowledge of the signal contour in the FOV
12 is used in the reconstruction process. Referring to FIG. 2,
for example, the signal contour in the FOV 12 may be known
to include structures such as blood vessels 18 and 20. That
being the case, when the backprojection path 8 passes through
these structures a more accurate distribution of the signal
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2

sample 14 in each pixel is achieved by weighting the distri-
bution as a function of the known signal contour at that pixel
location. As aresult, a majority of the signal sample 14 will be
distributed in the example of FIG. 2 at the backprojection
pixels that intersect the structures 18 and 20. For a back-
projection path 8 having N pixels this highly constrained
backprojection may be expressed as follows:

@

5, = (chn)/ZN] c,
n=1

where: S, =the backprojected signal magnitude at a pixel n
in an image frame being reconstructed;

P=the signal sample value in the projection profile being
backprojected; and

C,=signal value of an a priori composite image at the n”
pixel along the backprojection path. The composite image is
reconstructed from data acquired during the scan, and may
include that used to reconstruct the image frame as well as
other acquired image data that depicts the structure in the field
of view. The numerator in equation (2) weights each pixel
using the corresponding signal value in the composite image
and the denominator normalizes the value so that all back-
projected signal samples reflect the projection sums for the
image frame and are not multiplied by the sum of the com-
posite image.

While the normalization can be performed on each pixel
separately after the backprojection, in many clinical applica-
tions it is far easier to normalize the projection P before the
backprojection. In this case, the projection P is normalized by
dividing by the corresponding value P in a projection through
the composite image at the same view angle. The normalized
projection P/P, is then backprojected and the resulting image
is then multiplied by the composite image.

A 3D embodiment of the highly constrained backprojec-
tion is shown pictorially in FIG. 3 for a single 3D projection
view characterized by the view angles 6 and ¢. This projection
view is back projected along axis 16 and spread into a Radon
plane 21 at a distance r along the back projection axis 16.
Instead of a filtered back projection in which projection signal
values are filtered and uniformly distributed into the succes-
sive Radon planes, along axis 16, the projection signal values
are distributed in the Radon plane 21 using the information in
the composite image. The composite image in the example of
FIG. 3 contains vessels 18 and 20. The weighted signal con-
tour value is deposited at image location X, y, z in the Radon
plane 21 based on the intensity at the corresponding location
X, y, Z in the composite image. This is a simple multiplication
of'the backprojected signal profile value P by the correspond-
ing composite image voxel value. This product is then nor-
malized by dividing the product by the projection profile
value from the corresponding image space projection profile
formed from the composite image. The formula for the 3D
reconstruction is

Ixy2)=2(Pr0.0)* Cx3,2) 0,0y P7,0.9)

where the sum (2) is over all projections in the image frame
being reconstructed and the X, y, z values in a particular Radon
plane are calculated using the projection profile value P(r,0,4)
at the appropriate r,0,¢ value for that plane. P_(r,0,¢) is the
corresponding projection profile value from the composite
image, and C(X,y,7), o 4, is the composite image value at (1,0,

).
The HYPR image reconstruction method has been used
primarily to reduce image artifacts due to undersampling in

(22)
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MRI and x-ray CT. However, HYPR can also be used to
improve the SNR of an image. For example, the image frames
2 may be acquired in a dynamic study in which the dosage
(e.g.,x-ray) or exposure time (e.g., PET or SPECT) is reduced
for each image frame. In this case the composite image 3 is
formed by accumulating or integrating measurements from
the series of acquired low SNR image frames 2 to produce a
higher SNR composite image 3. In this case, the highly con-
strained image 4 produced from each low SNR image frame
2 takes on the higher SNR of this composite image 3.

Another HYPR processing method is described in copend-
ing U.S. Patent application Ser. No. 60/901,728 filed on Feb.
19, 2007 and entitled “Localized and Highly Constrained
Image Reconstruction Method”, the teaching of which is
incorporated herein by reference. With this localized HYPR
method normalized weighting images are produced from
each acquired image frame and each weighting image is
multiplied by a high quality composite image which may be
formed by accumulating or integrating acquired image
frames. Each normalized weighting image is produced by
blurring the acquired image frame with a filter and then divid-
ing the blurred image frame with a similarly blurred version
of'the composite image. This localized HYPR method may be
employed as the image reconstruction step where tomo-
graphic views of the subject are acquired, or it may be used to
enhance the quality of radiograph images by imparting the
low artifacts and high SNR qualities of the composite image
to the radiograph image.

Regardless of which HYPR processing method is used,
when the composite image is formed by integrating a window
of'acquired image frames, subject motion becomes an issue.
Ifthe window is set wide to integrate more image frames and
thus produce a higher quality composite image, the composite
image may be blurred due to subject motion. When there is
substantial subject motion, therefore, the window must be
narrowed to avoid blurring and this results in a lower quality
composite image and hence lower quality HYPR-produced
image frames.

SUMMARY OF THE INVENTION

The present invention is an improvement to the HYPR
process in which a higher quality composite image may be
produced when subject motion is present during the scan.
More specifically, the composite image is produced by accu-
mulating data from a series of acquired image frames and the
number of image frames from which acquired data is accu-
mulated is determined by the nature and the amount of
detected subject motion.

A general object of the invention is to provide a HYPR
processing method which adapts to produce the best image
possible when subject motion occurs during the scan. This is
accomplished by automatically varying the manner in which
the current image frame is integrated to produce the current
composite image as a function of detected subject motion. It
is recognized that different regions in the field of view of the
acquired image typically undergo different amounts of sub-
ject motion and that separate composite images may be adap-
tively integrated for each region. Thus, the quality of the
composite image for each region may be maximized and used
in the HYPR processing of the entire image. It is also recog-
nized that subject motion may be determined on a pixel-by-
pixel basis and the adaptive integration of each pixel with the
composite image is accomplished based on the detected
motion.

In one embodiment of the invention the composite image is
produced by integrating all the image frame data from a
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4

plurality of acquired image frames, and the number of image
frames included is determined by detected subject motion.
For example, an ECG signal can be monitored as each image
frameis acquired of a subject’s beating heart and from this the
amount of cardiac motion can be implied. In portions of the
cardiac cycle where motion is less, the composite image may
be produced from a larger number of image frames than when
cardiac motion is greater.

In another embodiment the composite image to be pro-
duced is divided into a set of small regions and the number of
image frames integrated to form each composite image region
is determined by the motion occurring only in each region. If
no motion is occurring in a composite region, then the corre-
sponding data from many image frames can be accumulated
to form a very high quality regional composite image. On the
other hand, if motion is detected in a region, the number of
image frames that are integrated to form the corresponding
regional composite image is substantially reduced to avoid
the deleterious effects of subject motion. The regional com-
posite images are then combined to form a single composite
image that is used to perform the HYPR processing of each
image frame. In the alternative, the composite regions may be
separately HYPR processed with corresponding regions of an
image frame and the resulting regional images combined into
a single HYPR processed image frame.

In yet another embodiment of the invention the integration
of acquired image frames into a composite image is deter-
mined on a pixel-by-pixel basis. In this embodiment the
movement of the subject is determined for each pixel of the
currently acquired image frame and the integration of the
pixel value with the corresponding pixel value in other
acquired image frames to produce the composite image is
determined by the measured motion.

Another aspect of the invention is a method for updating a
current composite image with data from the current image
frame. If significant motion is detected between the current
composite image and current image frame, data in the com-
posite image is spatially registered with the current image
frame before integrating the two. This registration and inte-
gration can be performed on a frame-by-frame basis, a
region-by-region basis, or a pixel-by-pixel basis.

The foregoing and other objects and advantages of the
invention will appear from the following description. In the
description, reference is made to the accompanying drawings
which form a part hereof, and in which there is shown by way
of'illustration a preferred embodiment of the invention. Such
embodiment does not necessarily represent the full scope of
the invention, however, and reference is made therefore to the
claims and herein for interpreting the scope of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a pictorial view illustrating the application of the
present invention to medical imaging applications;

FIG. 2 is a pictorial representation of a highly constrained
2D backprojection method;

FIG. 3 is a pictorial representation of a highly constrained
3D backprojection method;

FIGS. 4A and 4B are perspective views of an X-ray system
which employs a preferred embodiment of the present inven-
tion;

FIG. 5 is a schematic block diagram of the x-ray system of
FIG. 4,

FIG. 6 is a pictorial view of an x-ray source and detector
array which forms part of the x-ray system of FIG. 4.
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FIG. 7 is a flow chart which describes the steps used to
HYPR process image frames acquired with the x-ray system
of FIG. 4;

FIG. 8 is a flow chart of the HYPR processing used in the
process of FIG. 7;

FIG. 9 is a schematic depiction of how a composite image
is formed in the method of FIG. 7,

FIG. 10 is a block diagram of an MRI system which
employs a second preferred embodiment of the invention;

FIG. 11 is a graphic representation of a pulse sequence
employed in the MRI system of FIG. 10;

FIG. 12 is a pictorial representation of the k-space sam-
pling performed by the pulse sequence of FIG. 11;

FIG. 13 is a flow chart showing a cardiac imaging method
using the MRI system of FIG. 10;

FIG. 14 is a graphic representation of the interleaved pro-
jections acquired with the MRI system to practice the method
of FIG. 13;

FIG. 15 is a flow chart of the steps used to produce com-
posite images in the method of FIG. 13;

FIG.16is apictorial representation of a reprojection step in
the method of FIG. 13;

FIG. 17 is a flow chart of the HYPR process employed in
another embodiment of the invention;

FIG. 18 is a flow chart of an alternative method used in the
process of FIG. 17,

FIG. 19 is a flow chart of yet another alternative method
used in the process of FIG. 17;

FIG. 20 is a flow chart of a modified version of the process
of FIG. 17,

FIG. 21 is a flow chart showing the steps performed in
another embodiment of the invention; and

FIG. 22 is a pictorial representation of the processing per-
formed in the method of FIG. 21.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

Referring particularly to FIGS. 4 and 5, an x-ray system
that may be used to acquire x-ray radiograph images for
performing fluoroscopy and digital subtraction angiography
is shown. It is characterized by a gantry having a C-arm 10
which carries an x-ray source assembly 12 on one of its ends
and an x-ray detector array assembly 14 at its other end. The
gantry enables the x-ray source 12 and detector 14 to be
oriented in different positions and angles around a patient
disposed on a table 16, while enabling a physician access to
the patient to perform a procedure.

The gantry includes an [-shaped pedestal 18 which has a
horizontal leg 20 that extends beneath the table 16 and a
vertical leg 22 that extends upward at the end of the horizontal
leg 20 that is spaced from of the table 16. A support arm 24 is
rotatably fastened to the upper end of vertical leg 22 for
rotation about a horizontal pivot axis 26. The pivot axis 26 is
aligned with the centerline of the table 16 and the arm 24
extends radially outward from the pivot axis 26 to support a
C-arm drive assembly 27 on its outer end. The C-arm 10 is
slidably fastened to the drive assembly 27 and is coupled to a
drive motor (not shown) which slides the C-arm 10 to revolve
it about a C-axis 28 as indicated by arrows 30. The pivot axis
26 and C-axis 28 intersect each other at an isocenter 36
located above the table 16 and they are perpendicular to each
other.

The x-ray source assembly 12 is mounted to one end of the
C-arm 10 and the detector array assembly 14 is mounted to its
other end. As will be discussed in more detail below, the x-ray
source 12 emits a cone beam of x-rays which are directed at
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the detector array 14. Both assemblies 12 and 14 extend
radially inward to the pivot axis 26 such that the center ray of
this cone beam passes through the system isocenter 36. The
center ray of the cone beam can thus be rotated about the
system isocenter around either the pivot axis 26 or the C-axis
28, or both during the acquisition of x-ray attenuation data
from a subject placed on the table 16.

As shown in FIG. 5, the x-ray source assembly 12 contains
an x-ray source 32 which emits a cone beam 33 of x-rays
when energized. The center ray 34 passes through the system
isocenter 36 and impinges on a two-dimensional flat panel
digital detector 38 housed in the detector assembly 14. The
detector 38 is 2 2048 by 2048 element two-dimensional array
of detector elements having a size of 41 cm by 41 cm. Each
element produces an electrical signal that represents the
intensity of an impinging x-ray and hence the attenuation of
the x-ray as it passes through the patient. The detector array is
able to acquire up to 30 radiograph frames per second to
depict the procedure being performed in real time.

Referring particularly to FIG. 5, the orientation of the
assemblies 12 and 14 and the operation of the x-ray source 32
are governed by a control mechanism 40 of the CT system.
The control mechanism 40 includes an x-ray controller 42
that provides power and timing signals to the x-ray source 32.
A data acquisition system (DAS) 44 in the control mechanism
40 samples data from detector elements 38 in some modes of
operation and passes the data to an image reconstructor 45.
The image reconstructor 45, receives digitized x-ray data
from the DAS 44 and performs high speed image reconstruc-
tion in some modes of system operation. When operated in the
radiograph mode, however, the data is passed directly through
as a radiograph image frame. The 2D radiograph image is
applied as an input to a computer 46 which performs the
highly constrained image processing according to the present
invention, stores the image in a mass storage device 49 and
displays the image on a 2D display 52.

The control mechanism 40 also includes pivot motor con-
troller 47 and a C-axis motor controller 48. In response to
motion commands from the computer 46 the motor control-
lers 47 and 48 provide power to motors in the x-ray system
that produce the rotations about respective pivot axis 26 and
C-axis 28. These motion commands are produced in response
to manual input from the attending physician.

The computer 46 also receives commands and scanning
parameters from an operator via console 50 that has a key-
board and other manually operable controls. The associated
display 52 allows the operator to observe the image and other
data from the computer 46. The operator supplied commands
are used by the computer 46 under the direction of stored
programs to provide control signals and information to the
DAS 44, the x-ray controller 42 and the motor controllers 47
and 48. In addition, computer 46 operates a table motor con-
troller 54 which controls the motorized table 16 to position
the patient with respect to the system isocenter 36.

The above described x-ray system may be operated in a
fluoroscopic mode to produce two-dimensional images in
real time. Typically, this mode is used when a procedure such
as catherization is performed on the patient and the fluoro-
scopic images are used to help guide the procedure. The
requirements are image frames produced with an SNR suffi-
cient to see the instrument being guided and the surrounding
anatomy, with a frame rate sufficient to provide near realtime
images of the procedure, and with an x-ray dose as low as
possible. The HYPR highly constrained image processing
procedure described in pending U.S. patent application Ser.
No. 11/482,372 filed on Jul. 7, 2006 and Ser. No. 12/032,240
filed on Feb. 15, 2007 enables the x-ray dose needed to
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acquire each 2D radiograph image frame to be significantly
reduced without significantly affecting the other two require-
ments. This dose reduction is implemented by reducing the
x-ray tube current. For example, the x-ray tube current may be
reduced from 10 ma to 1 ma without any significant reduction
in image quality. To employ the HYPR process a composite
image must be produced by combining, or integrating the data
from a plurality of acquired image frames. The larger the
number of combined image frames, the higher the SNR of the
composite image and the higher the SNR of the HYPR pro-
cessed image frame. However, because there is typically sub-
jectmotion during the acquisition of the series of fluoroscopic
images, the composite image can become blurred if this
motion is not taken into consideration.

In the first embodiment of the invention subject motion is
measured on a frame-by-frame basis. The number of image
frames combined to form the composite image is determined
by measuring subject motion in the current image frame.
When little motion is detected, the composite image is formed
by combining a larger number of other acquired image frames
with the current image frame.

Referring particularly to FIGS. 1 and 17, the highly con-
strained image processing is carried out by a program
executed by the computer 46 on acquired 2D radiograph
image frames 2. As each image frame 2 is acquired as indi-
cated at process block 500, it is stored and a copy is used to
update a composite image 3 as indicated at process block 502.
The composite image 3 is an accumulation of the current
radiograph image frame 2 with a preselected number of other
acquired radiograph image frames 2. The accumulation step
is the matrix addition of corresponding pixels in the 2D image
frames 2 divided by the number of image frames contributing
to the accumulation. The result is a composite image 3 that
has an increased SNR that is directly proportional to the
square root of the preselected number of accumulated image
frames 2. For example, if 36 2D image frames 2 are accumu-
lated, the SNR will be 6 times the SNR of a single 2D image
frame 2. As will be discussed further below, the number of
image frames 2 used to form the composite image will depend
on the particular clinical procedure being performed.

As indicated generally at 504, the next step is to produce a
normalized weighting image using the current 2D radiograph
image frame 2 and the updated composite image 3. There are
a number of different ways to perform this step and the
preferred method is shown in FIG. 17. More specifically, the
updated composite image 3 is “blurred” by filtering as indi-
cated at process block 506. More specifically, the filtering is
a convolution process in which the updated 2D composite
image array 3 is convolved with a filter kernel. In the preferred
embodiment the filter kernel is a 7x7 square filter kernel. The
kernel size should be selected so that when the blurring is
done the kernel does not include much information from
outside the subject of interest (for example a blood vessel).
The filter kernel should be on the order of the dimension of the
objects being examined or somewhat smaller. Gaussian or
other smooth filter kernels may also be used and the resulting
filter function being performed is essentially low pass filter-
ing.

Referring still to FIG. 17, the current 2D image frame 2 is
also blurred or filtered in the same manner as indicated at
process block 508. That is, the current 2D radiograph image
frame array 2 is convolved with the filter kernel to perform a
low pass filtering function. As indicated at process block 510,
the normalized weighting image (T, is then produced by
dividing pixel values in the filtered current image frame (T)
by the corresponding pixel values in the filtered composite
image (C,).
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As indicated at process block 512, a highly constrained
(HYPR) image frame 4 is then produced. This image frame 4
is produced by multiplying the updated composite image
array 3 by the normalized weighting image array (T;). Thisis
a multiplication of corresponding pixel values in the two
images. The resulting 2D HYPR image 4 is then output to the
display 52 as indicated at process block 514 and the system
loops back to acquire and process the next 2D radiograph
image frame 2. When the procedure is completed, as deter-
mined at decision block 116, the program ends.

As indicated above, there are a number of alternative meth-
ods for producing the normalized weighting image (W ;). Two
of'these methods are illustrated in FIGS. 18 and 19. Referring
particularly to FIG. 18, the first alternative method includes a
first step indicated at process block 518 of dividing the
acquired 2D radiograph image frame array 2 by the updated
composite image (C) 3. This is a division of every pixel value
in the acquired image frame array 2 by the corresponding
pixel value in the updated composite image array 3. The
resulting 2D divided image frame is then blurred or filtered as
indicated at process block 120 to produce the normalized
weighting image (T,). This filtering operation is the same
convolution process discussed above with respect to process
blocks 506 and 508.

Another alternative method for producing the normalized
weighting image (T,) is illustrated in FIG. 19. This method
transforms the acquired 2D radiograph image frame 2 to
Radon space by taking projection views of the image from
different view angles as indicated at process block 522. As
indicated at process block 124, the updated composite image
3 is also transformed to Radon space by calculating projec-
tion views at the same set of view angles used to transform the
2D radiograph image frame 2. As indicated at process block
526 the image frame projection views P are then normalized
by dividing them by the composite image projection views
P_.. This is a division of corresponding elements in the pro-
jections P and P at the same view angle. The normalized
weighting image (T};) is then produced at process block 128
by back projecting the normalized projections (P/P.) in a
conventional manner. This is not a filtered backprojection, but
a straight forward backprojection.

As indicated above, the number of radiograph image
frames 2 that are accumulated to form the composite image 3
will depend on the clinical application. Where there is rapid
motion in the field of view of the acquired radiograph image
frames, fewer should be accumulated so that the rapidly mov-
ing structure is not blurred. On the other hand, when a clear
image with little noise is required the number of accumulated
radiograph image frames 2 should be increased. In other
words, the amount of subject motion is determined from the
particular clinical application and this determines the size of
the time window over which prior data may be accumulated.

There are also clinical applications where the number of
accumulated image frames may be dynamically changed dur-
ing the procedure. For example an ECG signal that indicates
cardiac phase may be used to change the number of accumu-
lated image frames. During diastole as determined from the
ECG signal there is little cardiac motion and more image
frames may be accumulated for the composite image 3 than
during systole when there is more cardiac motion. For
example, 3 image frames may be accumulated during systole
and 6 to 10 image frames may be accumulated during dias-
tole.

Not only is there a choice in the number of radiograph
image frames 2 that are accumulated to form the updated
composite image 3, but the location of the current image
frame in a time window defined by the accumulated image
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frames can also be selected. One choice, of course, is to place
the current image frame 2 at the end of the time window. In
other words, all of the other included image frames 2 are
acquired before the current image frame 2. However, because
of the high frame rate used in x-ray fluoroscopy it is also
advantageous to include image frames acquired in a time
window that extends both before and after the current image
frame 2. This will impose a small time delay that detracts
from the real time nature of fluoroscopy, but in many medical
procedures this is inconsequential.

It can be demonstrated that the SNR of each HYPR image
frame 4 is dominated by the SNR of the composite image 3.
SNR is calculated as the ratio of object signal level to the
noise standard deviation within the object and CNR is calcu-
lated as the difference between the object and background
signal levels divided by the standard deviation of the back-
ground noise.

Given the noise reduction achieved with the composite
image, it is possible to perform fluoroscopy at reduced beam
current (mA), and lower dose, without loss of SNR. Compos-
ite image SNR is theoretically proportional to SNR ocvVN'mA,
where N=number of frames per composite. Thus mA can
theoretically be reduced by a factor of the square root of N.
The number of frames N in the composite is constrained by
object motion. Undesirably high N can result in reduction of
catheter tip visibility due to motion blur. The goal is to realize
maximum dose reduction while ensuring suitable catheter
visibility.

It should be apparent to those skilled in the art that the
above HYPR processing can also be performed on fluoro-
scopic image frames acquired at dual energies. In such a
clinical application the two acquired fluoroscopic images
would be combined first in the usual manner and the resulting
image frame processed as described above. For example, the
two different energy images may be combined to eliminate
bone from the fluoroscopic image that is HYPR processed.

The present invention may also be used in a digital sub-
traction angiography (DSA) dynamic study in which a series
of image frames are acquired as a contrast agent flows into
vasculature of interest. The acquisition of the image frames is
done as part of a procedure in which a contrast agent such as
iodine is administered to the patient to enhance blood bright-
ness in the radiograph. In this case the image frame acquisi-
tion 500 is more complex as indicated in FIG. 20. As indicated
at process block 542, a pre-contrast “MASK” image is
acquired first. This MASK image should have good SNR and
it is acquired at full x-ray dose (e.g., 10 ma x-ray tube cur-
rent). The contrast agent is then administered as indicated at
process block 544 and the contrast flows through the patient’s
vasculature to the region of interest.

A low-dose image frame is acquired as indicated at process
block 546 and the MASK image is subtracted from it as
indicated at process block 548. The image frame may be
acquired at a lower dose level (e.g., 1 ma x-ray tube current)
and the tissues surrounding the contrast enhanced blood is
subtracted therefrom to provide a “sparse” image which is
very good for the HYPR processing that follows as described
above. In this embodiment each DSA image frame is HYPR
processed and displayed in near real time as the dynamic
study progresses. The system loops back to process block 546
to acquire the next DSA image frame.

As with the fluoroscopic embodiment it should be apparent
that the DSA procedure can also be performed at dual ener-
gies. In such case the MASK image is formed from two
images acquired at different energy levels and each image
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frame acquired at process block 546 is also acquired at the
same two energy levels and combined in the same manner to
remove selected tissues.

The above-described HYPR processing is performed in
near real time on single image frames acquired as indicated at
process block 500. However, the same HYPR processing can
also be used in clinical applications where a series of image
frames are acquired at process block 500 before the HYPR
processing of each image frame is performed. In such appli-
cations the HYPR processing loops back to process block 540
to process the next previously acquired image frame, rather
than acquiring another image frame as described above.

Whereas the number of image frames that are combined to
form the composite image in this first embodiment of the
invention adapts to the amount of subject motion in the image
frame field of view, in the embodiments now to be described
the image frame field of view (FOV) is divided into regions
and subject motion is measured in each region. The number of
image frames combined to form the composite image is then
determined on a region-by-region basis such that the compos-
ite image regions with little motion are formed by combining
many acquired image frames and composite image regions
with more motion are formed by combining fewer acquired
image frames.

Referring particularly to FIGS. 1 and 7, the highly con-
strained image processing is carried out by a program
executed by the computer 46 on acquired 2D radiograph
image frames 2. As successive image frames 2 are acquired as
indicated at process blocks 100 and 102, they are stored and
used to produce a difference mask as indicated at process
block 104. This difference mask is produced by detecting
subject motion in each of a plurality of separate regions of the
image frame 2. As illustrated in FIG. 9, the field of view
(FOV) of each acquired image frame 2 is segmented into a
plurality of regions (e.g. 7x7 pixel regions) and the changes in
pixel values in each region are used to calculate a motion
value for the corresponding region in a difference mask 103.
In the preferred embodiment this motion value is calculated
as the average ofthe absolute values of the differences in pixel
values in the region, minus pixel values in the corresponding
region of the previous image frame. For example, if substan-
tial subject motion occurs in the region “X” of the recently
acquired image frame 2, a corresponding high motion value is
calculated and entered at the corresponding region “X” in the
difference mask 103. On the other hand, if no motion is
detected in the region “+” of the recently acquired image
frame 2, a corresponding low motion value is produced and
entered at the corresponding region “+” in the difference
mask 103. Other methods may be employed to calculate a
value indicative of subject motion in the region and the par-
ticular method chosen will depend on the particular clinical
application.

Referring again to FIG. 7, after the difference mask 103 is
produced a loop is entered in which a composite image is
produced one region at a time. As indicated at decision block
106, the motion value in the difference mask 103 is examined
to determine if motion in the region exceeds a threshold value.
If not, that region in the composite image 3 is updated by
accumulating the values from a large window of correspond-
ing regions in the recently acquired image frames as indicated
at process block 108. This is illustrated in FIG. 9 by arrows
109 where the region marked “+” is combined with the cor-
responding regions in previously acquired image frames 2 to
update the region marked “+” in the composite image 3.

If motion is detected in the region being examined at deci-
sion block 106 on the other hand, the corresponding region in
the composite image 3 is updated by replacing image data
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therein with image data from only the corresponding region in
the current image frame 2 as indicated at process block 110.
This is illustrated in FIG. 9 by an arrow 111, where the values
in the image frame region marked “X” replaces the value in
the corresponding region of the composite image 3. In either
case, the updated region is added to the composite image 3, as
indicated at process block 112 and the system loops back to
examine the next region as indicated at process block 114. All
of'the regions in the difference mask 103 are examined in this
manner and the corresponding regions in the composite
image 3 are updated as determined at decision block 116. The
time window over which image frame data is integrated to
form the composite image 3 thus adapts to the subject motion
detected in each region. The exact number of image frames
accumulated for different motion conditions detected in a
region will vary depending on the particular clinical applica-
tion.

Referring still to FIG. 7, the updated composite image 3 is
then used to perform HYPR image processing on the current
image frame 2 as indicated at process block 118. As will be
described below with respect to FIG. 8, the HYPR processing
118 is the same as that disclosed in the above-cited copending
U.S. patent application Ser. No. 12/032,240 in which the
higher SNR of the composite image 3 is transferred to the
image frame 2. This enables the image frame 2 to be acquired
at a much lower x-ray dose without losing significant quality.
The HYPR processed image frame 2 is then displayed as
indicated at process block 120 and the system loops back to
acquire and process the next image frame. This procedure
continues until the scan is completed as determined at deci-
sion block 122.

Regions in the composite image where no motion is
detected continue to improve in quality as the corresponding
regions in acquired image frames are accumulated. In this
embodiment the accumulation is performed with a recursive
filter that adds the current image frame region to a decay
constant times the previous accumulated values in that region.
In this embodiment, for example, the decay constant is set to
1.0, but this is expected to differ with other clinical applica-
tions. When motion is detected in the region that exceeds the
threshold, the previous accumulated values are reset to zero
so that the updated region in the composite image 3 has the
same value as the pixel in the current image frame. Such
“reset” composite regions will have a low SNR and it is
preferable to filter it with a small blurring kernel to reduce
noise. In some clinical applications it is preferable that the
reset regions not be reset to zero. Instead, accumulation is
performed over a preset shortened time window such as 2 to
4 image frames.

There are many alternative ways to update each region in
the composite image 3 as a function of detected motion in the
region. For example, multiple motion thresholds may be
established and the update procedure may differ for each. The
difference may be in the number of past image frames that are
accumulated (i.e., the length of the time window) or in the
value of the decay constant that is used. A motion history of
each region may also be maintained and this additional infor-
mation may be used to vary the update procedure. Thus, even
though a motion threshold is not exceeded during any single
image frame acquisition, the accumulation of motion over the
last number of acquired image frames may exceed an “accu-
mulated motion” threshold. This may result in the shortening
of the accumulation time window for the current image
frame.

As shown in FIG. 8, the HYPR process used in this
embodiment is very similar to that described above and illus-
trated in FIG. 17. The first step is to produce a normalized
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weighting image using the current 2D radiograph image
frame 2 and the updated composite image 3. More specifi-
cally, the updated composite image 3 is “blurred” by filtering
as indicated at process block 124. The filtering is a convolu-
tion process in which the updated 2D composite image array
3 is convolved with a filter kernel. In the preferred embodi-
ment the filter kernel is a 7x7 square filter kernel. The kernel
size should be selected so that when the blurring is done the
kernel does not include much information from outside the
subject of interest (for example a blood vessel). The filter
kernel should be on the order of the dimension of the objects
being examined or somewhat smaller. Gaussian or other
smooth filter kernels may also be used and the resulting filter
function being performed is essentially low pass filtering.

Referring still to FIG. 8, the current 2D image frame 2 is
also blurred or filtered in the same manner as indicated at
process block 126. That is, the 2D radiograph image frame
array 2 is convolved with the filter kernel to perform a low
pass filtering function. As indicated at process block 128, the
normalized weighting image (T;) is then produced by divid-
ing pixel values in the filtered current image frame (T) by the
corresponding pixel values in the filtered composite image
().

As indicated at process block 130, a highly constrained
(HYPR) image frame 4 is then produced. This image frame 4
is produced by multiplying the updated composite image
array 3 by the normalized weighting image array (T;). Thisis
a multiplication of corresponding pixel values in the two
images. The resulting 2D HYPR image is then output to the
display 52 as described above.

It should be apparent to those skilled in the art that this
same method can be performed to reconstruct 3D images. The
steps are the same, but they are carried out on 3D volumes.

Another embodiment of the invention is applied to cardiac
imaging using a magnetic resonance imaging (MRI) system
shown in FIG. 10. As with the previous embodiment
described above, this embodiment forms a composite image
to employ HYPR processing by examining subject motion on
a region-by-region basis. The MRI system includes a work-
station 210 having a display 212 and a keyboard 214. The
workstation 210 includes a processor 216 which is a commer-
cially available programmable machine running a commer-
cially available operating system. The workstation 210 pro-
vides the operator interface which enables scan prescriptions
to be entered into the MRI system.

The workstation 210 is coupled to four servers: a pulse
sequence server 218; a data acquisition server 220; a data
processing server 222, and a data store server 223. In the
preferred embodiment the data store server 223 is performed
by the workstation processor 216 and associated disc drive
interface circuitry. The remaining three servers 218, 220 and
222 are performed by separate processors mounted in a single
enclosure and interconnected using a 64-bit backplane bus.
The pulse sequence server 218 employs a commercially
available microprocessor and a commercially available quad
communication controller. The data acquisition server 220
and data processing server 222 both employ the same com-
mercially available microprocessor and the data processing
server 222 further includes one or more array processors
based on commercially available parallel vector processors.

The workstation 210 and each processor for the servers
218, 220 and 222 are connected to a serial communications
network. This serial network conveys data that is downloaded
to the servers 218, 220 and 222 from the workstation 210 and
it conveys tag data that is communicated between the servers
and between the workstation and the servers. In addition, a
high speed data link is provided between the data processing
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server 222 and the workstation 210 in order to convey image
data to the data store server 223.

The pulse sequence server 218 functions in response to
program elements downloaded from the workstation 210 to
operate a gradient system 224 and an RF system 226. Gradi-
ent waveforms necessary to perform the prescribed scan are
produced and applied to the gradient system 224 which
excites gradient coils in an assembly 228 to produce the
magnetic field gradients G, G, and G, used for position
encoding NMR signals. The gradient coil assembly 228
forms part of a magnet assembly 230 which includes a polar-
izing magnet 232 and a whole-body RF coil 234.

RF excitation waveforms are applied to the RF coil 234 by
the RF system 226 to perform the prescribed magnetic reso-
nance pulse sequence. Responsive NMR signals detected by
the RF coil 234 are received by the RF system 226, amplified,
demodulated, filtered and digitized under direction of com-
mands produced by the pulse sequence server 218. The RF
system 226 includes an RF transmitter for producing a wide
variety of RF pulses used in MR pulse sequences. The RF
transmitter is responsive to the scan prescription and direction
from the pulse sequence server 218 to produce RF pulses of
the desired frequency, phase and pulse amplitude waveform.
The generated RF pulses may be applied to the whole body
RF coil 234 or to one or more local coils or coil arrays.

The RF system 226 also includes one or more RF receiver
channels which may be connected to a corresponding plural-
ity of local coils or to a corresponding plurality of coil ele-
ments in a coil array. Each RF receiver channel includes an
RF amplifier that amplifies the NMR signal received by the
coil to which it is connected and a quadrature detector which
detects and digitizes the l and Q quadrature components of the
received NMR signal. The magnitude of the received NMR
signal may thus be determined at any sampled point by the
square root of the sum of the squares of the I and Q compo-
nents:

mVP-g,

and the phase of the received NMR signal may also be deter-
mined:

¢—tan~! Q/I.

The pulse sequence server 218 also optionally receives
patient data from a physiological acquisition controller 236.
The controller 236 receives signals from a number of different
sensors connected to the patient, such as ECG signals from
electrodes or respiratory signals from a bellows. Such signals
are typically used by the pulse sequence server 218 to syn-
chronize, or “gate”, the performance of the scan with the
subject’s respiration or heart beat.

The pulse sequence server 218 also connects to a scan room
interface circuit 238 which receives signals from various
sensors associated with the condition of the patient and the
magnet system. It is also through the scan room interface
circuit 238 that a patient positioning system 240 receives
commands to move the patient to desired positions during the
scan.

It should be apparent that the pulse sequence server 218
performs real-time control of MRI system elements during a
scan. As a result, it is necessary that its hardware elements be
operated with program instructions that are executed in a
timely manner by run-time programs. The description com-
ponents for a scan prescription are downloaded from the
workstation 210 in the form of objects. The pulse sequence
server 218 contains programs which receive these objects and
converts them to objects that are employed by the run-time
programs.
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The digitized NMR signal samples produced by the RF
system 226 are received by the data acquisition server 220.
The data acquisition server 220 operates in response to
description components downloaded from the workstation
210 to receive the real-time NMR data and provide buffer
storage such that no data is lost by data overrun. In some scans
the data acquisition server 220 does little more than pass the
acquired NMR data to the data processor server 222. How-
ever, in scans which require information derived from
acquired NMR data to control the further performance of the
scan, the data acquisition server 220 is programmed to pro-
duce such information and convey it to the pulse sequence
server 218. For example, during prescans NMR data is
acquired and used to calibrate the pulse sequence performed
by the pulse sequence server 218. Also, navigator signals may
be acquired during a scan and used to adjust RF or gradient
system operating parameters or to control the view order in
which k-space is sampled. And, the data acquisition server
220 may be employed to process NMR signals used to detect
the arrival of contrast agent in an MRA scan. In all these
examples the data acquisition server 220 acquires NMR data
and processes it in real-time to produce information which is
used to control the scan.

The data processing server 222 receives NMR data from
the data acquisition server 220 and processes it in accordance
with description components downloaded from the worksta-
tion 210. Such processing may include, for example: Fourier
transformation of raw k-space NMR data to produce two or
three-dimensional images; the application of filters to a
reconstructed image; the performance of a backprojection
image reconstruction of acquired NMR data; the calculation
of functional MR images; the calculation of motion or flow
images, etc.

Images reconstructed by the data processing server 222 are
conveyed back to the workstation 210 where they are stored.
Real-time images are stored in a data base memory cache (not
shown) from which they may be output to operator display
212 or a display which is located near the magnet assembly
230 for use by attending physicians. Batch mode images or
selected real time images are stored in a host database on disc
storage 244. When such images have been reconstructed and
transferred to storage, the data processing server 222 notifies
the data store server 223 on the workstation 210. The work-
station 210 may be used by an operator to archive the images,
produce films, or send the images via a network to other
facilities.

To practice this embodiment of the invention NMR data is
acquired using a projection reconstruction, or radial, pulse
sequence shown in FIG. 11. This is a fast gradient-recalled
echo pulse sequence in which a selective, asymmetrically
truncated sinc rf excitation pulse 201 is produced in the pres-
ence of a slice-select gradient 203. The flip angle of the rf
pulse 201 is set near the Ernst angle for T, shortened blood
which is typically 30° to 40°.

This pulse sequence may be used to acquire a single 2D
slice by sampling in a single k-space circular plane, but in the
preferred embodiment a plurality of circular k-space planes
are sampled as shown at 204, 206 and 208 in FIG. 12. When
multiple 2D slices are acquired the axial gradient 203 is a slab
select gradient followed by a phase encoding gradient lobe
211 and a rewinder gradient lobe 213 of opposite polarity.
This axial phase encoding gradient 211 is stepped through
values during the scan to sample from each of the 2D k-space
planes 204, 206 and 208.

Two in-plane readout gradients 215 and 217 are played out
during the acquisition of an NMR echo signal 219 to sample
k-space in a 2D plane 204, 206 or 208 along a radial trajec-



US 8,825,138 B2

15

tory. These in-plane gradients 215 and 217 are perpendicular
to the axial gradient and they are perpendicular to each other.
During a scan they are stepped through a series of values to
rotate the view angle of the radial sampling trajectory as will
be described in more detail below. Each of the in-plane read-
out gradients is preceded by a prephasing gradient lobe 221
and 223 and followed by a rewinder gradient lobe 225 and
227.

It should be apparent to those skilled in the art that sam-
pling trajectories other than the preferred straight line trajec-
tory extending from one point on the k-space peripheral
boundary, through the center of k-space to an opposite point
on the k-space peripheral boundary may be used. One varia-
tion is to acquire a partial NMR echo signal 219 which
samples along a trajectory that does not extend across the
entire extent of the sampled k-space volume. Another varia-
tion which is equivalent to the straight line projection recon-
struction pulse sequence is to sample along a curved path
rather than a straight line. Such pulse sequences are
described, for example, in “Fast Three Dimensional Sodium
Imaging”, MRM, 37:706-715, 1997 by F. E. Boada, et al. and
in “Rapid 3D PC-MRA Using Spiral Projection Imaging”,
Proc. Intl. Soc. Magn. Reson. Med. 13 (2005) by K. V.
Koladia et al and “Spiral Projection Imaging: a new fast 3D
trajectory”, Proc. Intl. Soc. Mag. Reson. Med. 13 (2005) by J.
G. Pipe and Koladia. It should also be apparent that the
present invention may be employed with 3D as well as 2D
versions of these sampling methods and references to the term
“pixel” as used hereinafter is intended to refer to a location in
either a 2D or a 3D image.

Referring particularly to FIG. 13, a series of cardiac gated
image frames are acquired that depict the heart at a corre-
sponding number of different cardiac phases. As indicated at
decision block 300, the system waits for an ECG gating signal
and when the signal is received the pulse sequence of FIG. 11
is performed to acquire projection views of the moving heart
and surrounding stationary tissues from each of a plurality
(e.g., N=20) cardiac phases as indicated at process block 302.
Three 2D slices are effectively acquired at each cardiac phase
using this particular pulse sequence, and the projection views
areinterleaved and equally spaced as shown in FIG. 14, where
the dotted lines 231 indicate the k-space sampling trajectories
acquired for one slice, dashed lines 233 indicate the k-space
sampling trajectories acquired for a second slice and solid
lines 235 indicate the k-space sampling pattern for the third
slice. The acquisition continues until the prescribed number
of projection views (e.g., n=30) are acquired for each of the
three 2D slices at each cardiac phase as detected at decision
block 304. N=20 image frames are thus acquired with n=30
interleaved projection views in each 2D slice image frame.
Not only are the projection views acquired at each cardiac
phase interleaved for each slice as described above, but they
are also interleaved with the projection views acquired at the
other cardiac phases.

There are many different ways to produce a list of projec-
tion view angles ¢ during the scan that will interleave all the
acquired views. The view angles ¢ will depend on such fac-
tors as the number of cardiac phases (N) to be acquired during
each heartbeat, the number of projection views to be acquired
for each cardiac phase during one heart beat (n,,), and the
number of heart beats (H) during the scan. The formula used
in the preferred embodiment to calculate the view angle for
the n” cardiac phase in the k™ heartbeat is:

¢=A xK+A;xB(1)+[0:180/n,,:180]
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where:

A,=180/(Hxn,,,)

A,=180/(HxNxn,,)

B(n)=bit reversal algorithm for generating pseudo random
permutation of a sequence of integers. The view angles ¢ for
each of the slices are also interleaved, and this is achieved by
incrementing the starting angle in each slice by 180°/number
of slices.

Referring still to FIG. 13, an image is reconstructed using
all the acquired projection views (nxN) for each slice location
as indicated at process block 306. This is a conventional
reconstruction process in which the acquired NMR signals
are first Fourier transformed along the axial gradient direction
to produce projections at the three slice locations along that
axis. The radial k-space sample points for each 2D slice are
then regridded to a Cartesian grid and then a two-dimensional
Fourier transformation is performed. The resulting average
image will depict the heart as a blur due to its motion, but
because all of the acquired, interleaved projection views at
each slice in each cardiac phase are used in the reconstruction,
the surrounding static structures will be depicted accurately
and with few artifacts.

As indicated at process block 310, the resulting average
image is then reprojected at all the projection view angles for
one of the N cardiac phases. This is illustrated in FIG. 16 and
is accomplished with a conventional Radon transformation as
described, for example, in “Computed Tomography Prin-
ciples, Design, Artifacts and Recent Advances”, Jiang Hsieh,
SPIE Press 2003, Chapter 3. A projection contour is thus
produced at each view angle acquired for each slice at this
cardiac phase. The reprojection step 310 is repeated for each
cardiac phase, and when the last cardiac phase projection has
been reprojected as detected at decision block 312, a set of
average image frame reprojections have been produced.

As indicted at process block 314, the next step is to subtract
each of the average image reprojections from the correspond-
ing originally acquired projections. This results in a set of
n=30 projection views for each 2D slice in each of the
acquired N=20 cardiac phases which depict only the moving
tissues. In other words, the signals from the static tissues are
subtracted out and the remaining signals are essentially high
pass filtered moving tissue signals.

As indicated at process block 316, the next step is to recon-
struct moving tissue images from the moving tissue reprojec-
tions. This is done for each slice and at each cardiac phase.
The reconstruction is preferably a conventional image recon-
struction as described above at process block 306, however a
HYPR reconstruction can also be performed as described in
the above-cited copending U.S. patent application entitled
“Reconstruction Method For Images of the Beating Heart”,
which is incorporated herein by reference. As indicated at
process block 318, the static tissue image is then combined
with the moving tissue images to form three image frames for
each cardiac phase. This is accomplished by adding the values
at corresponding pixels in the images. This adds the good
static tissue signals and it adds back the low frequency mov-
ing tissue signals previously subtracted out in process block
314.

Referring still to FIG. 13, a composite image is calculated
next as indicated at process block 320. As will be described in
detail below, a composite image is produced for each cardiac
phase and these are used in the HY PR processing of the image
frames at each cardiac phase. More specifically, a loop is
entered in which each image frame is HYPR processed as
indicated at process block 322. This processing enhances the
image frames produced above by transferring the higher SNR
of the composite image to the processed image frame. In
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addition, it reduces under sampling and motion artifacts.
Each image frame is processed in this manner until all of the
cardiac phase image frames have been processed as deter-
mined at decision block 324. This HYPR processing is the
same method as that described above for process block 118
which is shown in FIG. 7 with the steps shown in FIG. 8.

The results achieved with this embodiment result from the
quality composite image produced for each cardiac phase at
process block 320. For each cardiac phase the composite
begins with the image frame for that cardiac phase and accu-
mulates, or integrates, the image values from other cardiac
phase image frames. As with the embodiment described
above, this accumulation is done on a region-by-region basis
such that regions with little motion will accumulate to pro-
duce a higher quality composite than regions with greater
motion.

Referring particularly to FIG. 15, the first step in the pro-
duction of a composite image is to initialize an updated com-
posite image for the current cardiac phase as indicated at
process block 403. A loop is then entered in which each of the
other cardiac phase images acquired during the scan are
examined, region by region, to determine which regions
therein can be accumulated with the values for the current
cardiac phase image. For each candidate cardiac phase image
the first step is to produce a difference mask as indicated at
process block 404. This can be done in a number of ways, but
in this embodiment a value is calculated for each 7 pixel by 7
pixel region which is the difference between the average
values of the pixels in the current cardiac phase image frame
region and the average value of the corresponding pixels in
the candidate cardiac phase image. A further loop is then
entered in which each region is examined by thresholding this
difference mask value. As indicated at decision block 406, if
a region in a candidate cardiac image frame has excessive
motion as evidenced by the corresponding region of the dif-
ference mask, that region is not accumulated. Instead, the
current cardiac phase image frame region is added to the
composite image after blurring, or low pass filtering the
region to reduce noise as indicated at process block 407.
Otherwise, the pixel values in the region of the candidate
cardiac phase image frame being considered are accumulated
with the current composite image pixel values in the corre-
sponding region as indicated at process block 408. The inte-
grated pixel values for this region are then added to the
updated composite image values as indicated at process block
412.

The composite image for the current cardiac phase is selec-
tively accumulated in this manner until each region of the
difference mask is processed as determined at decision block
416. As a result, the regions of a candidate cardiac phase
image in which little motion has occurred will be integrated to
improve composite image quality. On the other hand, regions
where substantial motion has occurred relative to the current
cardiac phase image frame are not accumulated and do not
blur the resulting composite image.

This region-by-region composite image integration pro-
cess is applied to each of the candidate cardiac phase images
acquired during the scan as indicated at process block 418.
When the last acquired cardiac phase image has been inte-
grated as determined at decision block 420, the updated com-
posite image for the current cardiac phase is completed. This
process is repeated as indicated at process block 422 to pro-
duce a composite image for each slice at each cardiac phase.
When all composites have been produced as determined at
decision block 424, the process exits at 426 and the HYPR
processing proceeds as described above.
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In the above embodiments of the invention the detection of
subject motion is done on a frame-by-frame basis, a region-
by-region basis or a pixel-by-pixel basis. The composite
image is then produced by accumulating data from prior
image frames with the current image frame on a frame-by-
frame, region-by-region or pixel-by-pixel basis as a function
of the detected subject motion.

In the following embodiments the composite image is also
produced in such a manner that subject motion is taken into
account. However, rather than characterizing the formation of
the composite as adaptively accumulating data from prior
image frames, the formation of the composite may be char-
acterized as adaptively updating the existing composite
image by registering the spatial location of the existing com-
posite image data before combining it with data from the
current image frame. As with the methods described above,
this adaptive updating of the composite image can be done on
a frame-by-frame, region-by-region or pixel-by-pixel basis.

Referring particularly to FIG. 21, the preferred method for
updating a composite image using the registration technique
is performed on a pixel-by-pixel basis. As indicated at process
block 600 an updated composite image data structure is ini-
tialized and then a loop is entered at 602 in which the value of
each pixel in the updated composite image is calculated. This
is done by searching in the current composite image for the
location of the current image frame pixel being processed.
This is done by comparing the values of a region of pixels
surrounding each pixel. Referring particularly to FIG. 22, for
example, a pixel 606 has a spatial location (x, y) in the current
image frame 608, and if there is no subject motion, the same
pixel value will be found at the same spatial location (x,y) 606
in the current composite image 610. When motion occurs,
however, the pixel value locations will be different and the
objective is to locate the current image frame pixel in the
current composite image 610. As indicated by arrow 612, this
is done by searching in a pattern around the corresponding
pixel location 606 in the composite image 610. The size and
shape of this search pattern will depend on the particular
medical application.

Referring still to FIGS. 21 and 22, this search is conducted
by comparing the pixel values in a region 614 surrounding the
current image frame pixel 606 with the values in a similar
displaced region 615 in the current composite image 610 as
indicated at process block 604. In the preferred embodiment
this comparison is performed by summing the absolute dif-
ferences between corresponding pixel values in the two
regions 614 and 615 and storing the resulting “regions differ-
ence value” in a data table 616. The regions 614 and 615 are
each 5x5 pixels in the preferred embodiment although other
sizes may also be used. This comparison step 604 is repeated
as indicated by process block 618, as the region 615 is moved
around the current composite image 610 in the prescribed
search pattern 612 until the search pattern is completed, as
indicated at decision block 620. The size of the search pattern
612 will depend on the amount of anticipated subject motion
from frame-to-frame, which in turn will depend on the par-
ticular application. At this juncture the table 616 stores the
results of all the candidate pixel location comparisons, and as
indicated at process block 622, the location of the desired
pixel value in the composite image 610 is determined next by
identifying the displacement of region 615 that yielded the
minimum regions difference value. As indicated at decision
block 624, this minimum regions difference value is then
compared with a difference threshold value. In the preferred
embodiment this minimum threshold value is set to 20% of
the integral of pixel values in the current image frame region
614. If the minimum regions difference value is greater than
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this minimum threshold value, the current image frame pixel
value 606 is transferred to the corresponding pixel location
606 in the updated composite image 626 as indicated by
dotted line 628. This will be the case when there is significant
motion in the region of pixel 606. As indicated at process
block 630, however, in most cases the location of the current
image frame pixel 606 will be found in the current composite
image 610 and the two values will be integrated together as
shown at summation 632 in FIG. 22 and stored at pixel loca-
tion 606 in the updated composite image 626 as indicated by
process block 636 in FIG. 21 and shown by dashed line 634 in
FIG. 22. The integration is performed by adding the current
image frame pixel value to the product of the decay constant
times the current composite image pixel value and dividing
the result by the number of previous contributions to the
composite pixel value plus one.

Referring particularly to FIG. 21, the above process is
repeated until each pixel location in the current image frame
608 is examined and the value of the corresponding pixel
location in the updated composite image 626 is calculated as
indicated at decision block 640. The updated composite
image is then ready for use in the HYPR processing of the
current image frame as described above.

In the above preferred embodiment each pixel in the cur-
rent image frame is registered with a corresponding pixel in
the current composite image in order to update a pixel in the
updated composite image. This same registration process can
also be performed to update the composite image one region
at a time. For example, the entire 5 pixelx5 pixel region may
be updated after examining the current composite image
around the corresponding region location in a prescribed
search pattern. In this case the search will yield a displace-
ment vector that is used to shift the location of all pixels in the
region. This will, of course, shorten the time needed to update
the composite image, but in doing this, spatial resolution of
the subject motion is lost. It is expected that the size of the
region to be updated will be set by an operator anywhere from
one pixel to the entire image frame depending on the particu-
lar application. When the prescribed updated region is small
(e.g., one pixel as described above) the prescribed size of the
surrounding region to be used in the registration search pat-
tern will be set to a size on the order of the expected local
motion during one image frame interval, whereas when the
prescribed updated region is large (e.g., the entire image), the
prescribed size of the region to be used in the registration
search pattern will be chosen to correspond to the amount of
bulk subject motion expected from one frame to the next.

The invention claimed is:

1. A non-transitory computer readable storage medium
comprising instructions stored thereon that, when executed
by a processor, cause the processor to carry out steps for
producing an updated composite image of a subject for use in
highly-constrained projection (HYPR) processing an
acquired current image frame, the instructions causing the
processor to carry out the steps of:

a) dividing the current image frame into a plurality of
spatial regions based on a location of the spatial region in
the current image frame;

b) determining subject motion in each of the spatial
regions; and

¢) producing the updated composite image on a region-by-
region basis by combining data in each current image
frame region with other acquired image frame data in a
manner determined by the subject motion detected in
that region;
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wherein step ¢) includes multiplying the updated compos-
ite image by a decay constant and adding the data in the
current image frame to the result of the multiplying step.

2. The non-transitory computer readable storage medium
as recited in claim 1 in which each region has a size of one
image frame pixel.

3. The non-transitory computer readable storage medium
as recited in claim 1 in which step b) is performed by acquir-
ing a signal from the subject which indicates cardiac phase
and subject motion is implied from this signal as the current
image frame is acquired.

4. The non-transitory computer readable storage medium
as recited in claim 1 in which the decay constant ranges in
value up to 1.0.

5. The non-transitory computer readable storage medium
as recited in claim 1 in which a current composite image is
formed from said other acquired image frame data, and a
registration and integration are performed between the cur-
rent composite image and the current image frame to form the
updated composite image, the registration being performed
separately for each region.

6. The non-transitory computer readable storage medium
as recited in claim 5 in which the regions are each one image
frame pixel in size.

7. The non-transitory computer readable storage medium
as recited in claim 5 in which the registration includes search-
ing for a region of data in the current composite image that
best matches the data in a region of the current image frame.

8. The non-transitory computer readable storage medium
asrecited in claim 7 in which the registration includes shifting
the location of a region of data in the current composite
image.

9. The non-transitory computer readable storage medium
as recited in claim 5, in which the integration also includes
dividing the result of the multiplying step by a number indica-
tive of the number of the other image frames used to form the
current composite image.

10. The non-transitory computer readable storage medium
as recited in claim 1 in which the updated composite image is
formed by accumulating the other acquired image frame data
over atime window thatincludes the acquisition of the current
image frame, and the duration of the time window is deter-
mined separately for each region of the current image frame
such that the amount of image frame data accumulated for
each region is determined by subject motion within the
region.

11. The non-transitory computer readable storage medium
as recited in claim 10 in which the regions are each one image
frame pixel in size.

12. A non-transitory computer readable storage medium
comprising instructions stored thereon that, when executed
by a processor, cause the processor to carry out steps for
producing an updated composite image from a current com-
posite image formed from acquired image frames for use in
highly-constrained projection (HYPR) processing a current
image frame, the instructions causing the processor to carry
out the steps of:

a) spatially registering the current composite image with

the current image frame;

b) integrating data in the current image frame with regis-

tered data in the current composite image; and

¢) storing the integrated data in the updated composite

image at locations corresponding to the locations of the
integrated current image frame data;

wherein step b) includes multiplying the updated compos-

ite image by a decay constant and adding the data in the
current image frame to the result of the multiplying step.
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13. The non-transitory computer readable storage medium
as recited in claim 12 in which step a) is performed on a
pixel-by-pixel basis.

14. The non-transitory computer readable storage medium
as recited in claim 12 in which step a) includes:

a)i) detecting subject motion; and

a)ii) shifting the location of the current composite image to

offset the detected motion.

15. The non-transitory computer readable storage medium
as recited in claim 12 in which step b) includes setting the
registered data in the current composite image to zero when
optimal registration is not achieved.

16. The non-transitory computer readable storage medium
as recited in claim 12 in which steps b) and ¢) are performed
on separate regions within the current image frame.

17. The non-transitory computer readable storage medium
as recited in claim 12 in which steps b) and ¢) are performed
on separate pixels within the current image frame.

18. The non-transitorycomputer readable storage medium
as recited in claim 12 in which the current image frame is
divided into regions and step a) is performed for each region.

19. The non-transitory computer readable storage medium
as recited in claim 18 in which step a) includes:

searching for a region of data in the current composite

image that best matches the data in a region of the
current image frame.

20. The non-transitory computer readable storage medium
as recited in claim 19 in which the best match is determined

by:
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a)i) calculating the sum of the differences in pixel values of
the region of the current image frame and the pixel
values in a plurality of regions in the current composite
image; and

a)ii) selecting the region in the current composite image
that results in the lowest sum.

21. The non-transitory computer readable storage medium
as recited in claim 12 in which step a) includes locating in the
current composite image the pixel value that corresponds to
each pixel value in the current image frame.

22. The non-transitory computer readable storage medium
asrecited in claim 21 in which the location of each pixel value
in the current composite image is determined by:

a)i) calculating the sum of the differences in pixel values of
aregion around the pixel in the current image frame and
the pixel values in regions surrounding a plurality of
pixel locations in the current composite image; and

a)ii) selecting the pixel value at the pixel location that
produces the minimum sum.

23. The non-transitory computer readable storage medium

as recited in claim 12 in which step b) includes:

b)i) multiplying the registered data in the current compos-
ite image by a decay constant that ranges in value up to
1.0; and

b)ii) adding the data in the current image frame to the result
produced in step b)i).

24. The non-transitory computer readable storage medium

as recited in claim 23 which step b) also includes:

b)iii) dividing the result produced in step b)ii) by a number
indicative of the number of integrated image frames.
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