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APPARATUS AND METHOD FOR
ADJUSTING BANDWIDTH

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims the benefit under 35 USC 119(a)
of Korean Patent Application No. 10-2013-0134908 filed on
Nov. 7, 2013, in the Korean Intellectual Property Office, and
U.S. Provisional Patent Application No. 61/817,420 filed on
Apr. 30, 2013, in the U.S. Patent and Trademark Office, the
entire disclosure of both of which is incorporated herein by
reference for all purposes.

BACKGROUND

1. Field

The following description relates to an apparatus and a
method for adjusting bandwidth, and to, for example, a
computing apparatus, a bandwidth scaler, and a method for
adjusting bandwidth, in which the bandwidth of an external
memory is dynamically scaled by activating or deactivating
one or more of a plurality of input and output terminals
provided in an external memory, based on a dynamic context
of a processor.

2. Description of Related Art

A computing apparatus may include one or more proces-
sors and one or more external memories from which data is
retrieved or to which data is transmitted from the processors.
In order to execute applications that require processing of
large amounts of data, an external memory is needed in
addition to the processor. For example, the execution of
applications involving image processing, audio processing,
processing of three-dimensional (3D) graphics and the like,
may require data transmission to and from an external
memory, such as an off-chip memory that is coupled to a
processor.

However, an off-chip memory bandwidth capacity may be
limited by various factors. If the provided off-chip memory
bandwidth cannot sustain the rate at which data transmission
are required by the application, the performance of the
processor may decline based on the available bandwidth.
Further, an increase in the bandwidth of the external memory
used by such a computing apparatus results in an increased
input and output memory power, and results in an increased
power consumption by the computing apparatus.

SUMMARY

This Summary is provided to introduce a selection of
concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used as an aid
in determining the scope of the claimed subject matter.

In one general aspect, a method for adjusting bandwidth
involves collecting information that corresponds to a
dynamic context of a processor, determining the dynamic
context of the processor based on the collected information,
and dynamically scaling bandwidth by activating or deacti-
vating at least one terminal among a plurality of input and
output terminals based on the determined dynamic context.

The dynamic scaling of the bandwidth may involve, in
response to a determination to expand the bandwidth accord-
ing to the dynamic context, activating at least one deacti-
vated terminal among the plurality of input and output
terminals.
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The dynamic scaling of the bandwidth may involve, in
response to a determination to reduce the bandwidth accord-
ing to the dynamic context, deactivating at least one acti-
vated terminal among the plurality of input and output
terminals.

The collected information may be a cache miss rate.

The dynamic scaling of the bandwidth may involve
comparing collected cache miss rates to a predetermined
threshold, and determining to expand the bandwidth in
response to the collected cache miss rates being greater than
the predetermined threshold.

The dynamic scaling of the bandwidth may involve
comparing collected cache miss rates to a predetermined
threshold, and determining to reduce the bandwidth in
response to the collected cache miss rates being smaller than
the predetermined threshold.

The collected information may be a number of instruc-
tions per cycle processed by the processor.

The dynamic scaling of the bandwidth may involve
comparing collected instructions per cycle to a predeter-
mined threshold, and determining to expand the bandwidth
in response to a number of the collected instructions per
cycle being smaller than the predetermined threshold.

The dynamic scaling of the bandwidth may involve
comparing collected instructions per cycle to a predeter-
mined threshold, and determining to reduce the bandwidth
in response to a number of the collected instructions per
cycle being greater than the predetermined threshold.

The general aspect of the method may further involve,
after dynamically scaling the bandwidth, in response to the
dynamic context of the processor not being responsive to the
scaled bandwidth, returning the scaled bandwidth to a
default bandwidth.

The returning may involve determining the responsive-
ness of the dynamic context based on information corre-
sponding to the dynamic context of the processor collected
after the bandwidth is scaled.

The general aspect of the method may further involve,
after dynamically scaling the bandwidth to reach a maxi-
mum level and determining that no improvement resulted in
the dynamic context from the dynamical scaling, returning
the scaled bandwidth to a default bandwidth.

In another general aspect, a bandwidth scaler includes an
information collector configured to collect information that
corresponds to a dynamic context of a processor, and a port
switch configured to dynamically scale bandwidth by deter-
mining the dynamic context of the processor based on the
collected information, by activating or deactivating at least
one terminal among a plurality of input and output terminals.

In response to a determination to expand the bandwidth
according to the dynamic context, the port switch may be
configured to activate at least one deactivated terminal
among the plurality of input and output terminals.

In response to a determination to reduce the bandwidth
according to the dynamic context, the port switch may be
configured to deactivate at least one activated terminal
among the plurality of input and output terminals.

The collected information may be a cache miss rate.

After comparing collected cache miss rates to a predeter-
mined threshold, the port switch may determine to expand
the bandwidth in response to the collected cache miss rates
being greater than the predetermined threshold.

After comparing collected cache miss rates to a predeter-
mined threshold, the port switch may determine to reduce
the bandwidth in response to the collected cache miss rates
being smaller than the predetermined threshold.
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The collected information may be a number of instruc-
tions per cycle processed by the processor.

After comparing collected instructions per cycle to a
predetermined threshold, the port switch may determine to
expand the bandwidth in response to a number of the
collected instructions per cycle being smaller than the pre-
determined threshold.

After comparing collected instructions per cycle to a
predetermined threshold, the port switch may determine to
reduce the bandwidth in response to a number of the
collected instructions per cycle being greater than the pre-
determined threshold.

The general aspect of the scaler may further include a
bandwidth returner configured to, after the bandwidth is
dynamically scaled, return the scaled bandwidth to a default
bandwidth in response to the dynamic context of the pro-
cessor being not responsive to the scaled bandwidth.

The bandwidth returner may be configured to determine
the responsiveness of the dynamic context based on infor-
mation corresponding to the dynamic context of the proces-
sor collected after the bandwidth is scaled.

After dynamically scaling the bandwidth to reach a maxi-
mum level and determining that no improvement resulted in
the dynamic context from the dynamic scaling, the band-
width returner may be configured to return the scaled
bandwidth to a default bandwidth.

In another general aspect, a method for adjusting band-
width involves determining a dynamic context of a proces-
sor, and based on the dynamic context, scaling bandwidth
between the processor and a memory without changing
voltage or frequency.

The scaling may involve, to expand the bandwidth based
on the dynamic context, activating at least one deactivated
terminal among a plurality of input and output terminals.

The scaling may involve, to reduce the bandwidth based
on the dynamic context, deactivating at least one activated
terminal among a plurality of input and output terminals.

The dynamic context may be determined based on a cache
miss rate.

The dynamic context may be determined based on a
number of instructions per cycle processed by the processor.

The general aspect of the method may further involve,
after scaling the bandwidth, in response to the dynamic
context of the processor being not responsive to the scaled
bandwidth, returning the scaled bandwidth to a default
bandwidth.

The returning may involve determining the responsive-
ness of the dynamic context based on the dynamic context
determined after the bandwidth is scaled.

In another general aspect, an apparatus includes a port
switch configured to dynamically scale bandwidth between
a processor and a memory by activating or deactivating at
least one terminal among a plurality of input and output
terminals, based on a dynamic context of a processor.

The general aspect of the apparatus may further include
an information collector configured to collect information
used to determine the dynamic context of the processor.

The general aspect of the apparatus may further include a
bandwidth returner configured to return the scaled band-
width to a default bandwidth in response to a determination
that the dynamic context is not responsive to the scaling of
the bandwidth by the port switch.

The general aspect of the apparatus may further include
the processor and the memory, wherein the memory is an
off-chip memory.

The information collector may be configured to collect at
least one of a cache miss rate or a number of instructions per
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cycle processed by the processor as the information used to
determine the dynamic context of the processor.

Other features and aspects will be apparent from the
following detailed description, the drawings, and the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a diagram illustrating an example of a computing
apparatus that includes a processor, an external memory, and
a bandwidth scaler.

FIG. 2 is a flowchart illustrating an example of a method
for adjusting memory bandwidth of a computing apparatus.

FIGS. 3A to 3D are flowcharts illustrating examples of
scaling operations that may be used in the method for
adjusting memory bandwidth illustrated in FIG. 2.

FIG. 4 is another flowchart illustrating an example of a
method for adjusting memory bandwidth of a computing
apparatus.

FIG. 5 is a diagram illustrating an example of a bandwidth
scaler.

FIG. 6 is a diagram illustrating another example of a
bandwidth scaler.

FIG. 7 is a diagram illustrating an example of an appa-
ratus that includes a bandwidth scaler.

Throughout the drawings and the detailed description,
unless otherwise described or provided, the same drawing
reference numerals will be understood to refer to the same
elements, features, and structures. The drawings may not be
to scale, and the relative size, proportions, and depiction of
elements in the drawings may be exaggerated for clarity,
illustration, and convenience.

DETAILED DESCRIPTION

The following detailed description is provided to assist
the reader in gaining a comprehensive understanding of the
methods, apparatuses, and/or systems described herein.
However, various changes, modifications, and equivalents
of the systems, apparatuses and/or methods described herein
will be apparent to one of ordinary skill in the art. The
progression of processing steps and/or operations described
is an example; however, the sequence of and/or operations
is not limited to that set forth herein and may be changed as
is known in the art, with the exception of steps and/or
operations necessarily occurring in a certain order. Also,
descriptions of functions and constructions that are well
known to one of ordinary skill in the art may be omitted for
increased clarity and conciseness.

The features described herein may be embodied in dif-
ferent forms, and are not to be construed as being limited to
the examples described herein. Rather, the examples
described herein have been provided so that this disclosure
will be thorough and complete, and will convey the full
scope of the disclosure to one of ordinary skill in the art.

Hereinafter, a computing apparatus, a method for adjust-
ing memory bandwidth thereof, and a bandwidth scaler will
be described in detail with reference to the accompanying
drawings.

FIG. 1is a diagram illustrating an example of a computing
apparatus that includes a processor, an external memory, and
a bandwidth scaler.

Referring to FIG. 1, the computing apparatus 100 includes
a processor 10, an external memory 30, and a bandwidth
scaler 50.

The computing apparatus 100 may be an apparatus for
executing applications that require processing of large
amounts of data, such as image processing, audio process-
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ing, or processing of three-dimensional graphics. For
example, the computing apparatus 100 may be one of a
video signal processing apparatus, an audio signal process-
ing apparatus, or a high-speed computer. Alternatively, the
computing apparatus 100 may be implemented as a System
on Chip (SoC) that includes the processor 10, the external
memory 30, and the bandwidth scaler 50. The bandwidth
scaler 50 is a memory bandwidth scaler that scales the
bandwidth of an external memory.

The processor 10 supports access to the external memory
30, and may process data transmitted from the external
memory 30. The processor 10 may be a processor for
processing large amounts of data, such as image processing,
audio processing, or processing of three-dimensional graph-
ics. For example, the processor 10 may be any one of a
central processing unit (CPU), a graphic processing unit
(GPU), or a digital signal processor (DSP). The processor 10
may provide information about internal events to the outside
by various methods. For example, the processor 10 may
provide event information to the outside by adjusting a
specific register value at a point where a specific event
occurs. Event information provided by such processor may
be used as dynamic context information.

The external memory 30 is an off-chip memory. The
external memory 30 may store various programs and data
required for operation of the computing apparatus 100. In
this example, the external memory 30 includes a plurality of
input and output terminals for data transmission to and from
the processor 10. The input and output terminal refers to an
input and output port, an input and output pin, and the like,
that are used for data transmission. According to an
example, the external memory 30 may be capable of data
transmission to the processor 10 only while an input and
output terminal is activated. The external memory 30 may be
a memory device that has a high memory bandwidth to
effectively support the processor 10. For example, the exter-
nal memory 30 may be a 3D stacking DRAM.

The bandwidth scaler 50 dynamically scales the band-
width of the external memory 30 by activating or deactivat-
ing each of a plurality of input and output terminals of the
external memory 30 according to a dynamic context of the
processor 10, without any need for adjusting the voltage or
bandwidth of a processor. The bandwidth scaler 50 will be
described in detail with reference to FIGS. 5 and 6.

The computing apparatus 100 performs fine scaling by
adjusting bandwidth of the external memory 30 at an input
and output terminal. The computing apparatus 100 may
further dynamically adjust the bandwidth of the external
memory 30 according to the memory bandwidth require-
ments for application workloads. By dynamically adjusting
the bandwidth, it is possible to reduce leakage energy that is
consumed by an external memory having a high bandwidth.
Thus, the power consumption involved in executing an
application on the computing apparatus 100 may be reduced
by using the dynamical scaling method.

FIG. 2 is a flowchart illustrating an example of a method
for adjusting memory bandwidth of a computing apparatus.
Referring to FIG. 2, the method for adjusting memory
bandwidth of a computing apparatus includes collecting
dynamic context information in 210, and scaling bandwidth
in 230.

The collecting of dynamic context information in 210
involves collecting information that represents or corre-
sponds to the operations or states of the processor 10. The
operations or states of the processor 10 may be referred to
as a dynamic context of the processor 10. For example, the
dynamic context information may include information
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regarding a specific event that is occurring within the
processor 10, or information regarding a specific event that
is being processed by the processor 10. Information about a
specific event is provided for the scaling by the processor 10.
In another example, the dynamic context information may
include information about cache miss rates of the processor
10. In another example, the dynamic context information
may include information regarding buffer memory access by
the processor 10.

According to an example, the collecting of dynamic
context information in 210 may involve collecting dynamic
context information by reading a value stored in a specific
register of the processor 10. According to another example,
the collecting of dynamic context information in 210 may
involve collecting dynamic context information by a basic
input and output system (BIOS), or by a preinstalled device
in an operating system (OS). According to still another
example, the collecting of dynamic context information in
210 may involve receiving dynamic context information
from a separately provided device.

The scaling of bandwidth in 230 may involve scaling the
bandwidth of the external memory 30 by activating or
deactivating at least one terminal among a plurality of input
and output terminals provided in the external memory 30.
The activation of an input and output terminal may refer to
the switching on of the input and output terminal, and the
deactivation of an input and output terminal may refer to the
switching off of the input and output terminal. The input and
output terminals may be referred to as input and output
ports, or simply referred to as ports.

In the example illustrated in FIG. 2, based on an analysis
of collected dynamic context information, a determination
may be made as to whether a wider bandwidth or a narrower
bandwidth is required for data transmission. In response to
a determination that a wider bandwidth is required, by
activating at least one deactivated input and output terminal
among a plurality of input and output terminals, the band-
width is expanded by a magnitude that corresponds to the
bandwidth contributed by the newly activated one or more
input and output terminal. On the contrary, the analysis of
collected dynamic context information may result in a
determination that a narrower bandwidth is sufficient for
data transmission between the processor and the external
memory. In response to such a determination, by deactivat-
ing at least one activated input and output terminal among a
plurality of input and output terminals provided in the
external memory, the bandwidth is reduced by a magnitude
that corresponds to the newly deactivated one or more input
and output terminal.

For bandwidth scaling, there is also a method for adjust-
ing only the frequency, or adjusting the voltage along with
the frequency. However, in a circuit that is driven at a low
voltage, a voltage swing width is narrow, such that a
bandwidth scaling range is small, making a precise scaling
of bandwidth difficult. Accordingly, in a method for adjust-
ing bandwidth by variably changing only frequency, or by
changing voltage along with frequency, the number of stages
of bandwidth scaling is generally limited to a few.

By contrast, according to the method for adjusting band-
width illustrated in FIG. 2, by opening and closing a
plurality of input and output terminals in a pin unit, the
expansion and reduction of bandwidth may be scaled with
excellent precision. For example, in the existing 3D stacking
DRAM that includes a plurality of input and output termi-
nals, the number of stages of bandwidth between minimum
bandwidth and maximum bandwidth amounts to thousands.
Further, according to the example illustrated in FIG. 2, a
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method for adjusting bandwidth by opening and closing a
plurality of input and output terminals in a pin unit may be
implemented via a logic circuit, which is simple in that a
preinstalled tri-state pin may be used in comparison to a
method that adjust bandwidth by adjusting voltage.

FIG. 3A is a flowchart that illustrates an example of a
scaling operation 230 according to the method for adjusting
memory bandwidth described with reference to FIG. 2.

Referring to FIG. 3A, the scaling operation 230 may
involve determining in 231a changes in dynamic perfor-
mance of the processor 10 based on collected dynamic
context information. Further, the scaling operation 230 may
involve scaling bandwidth of the external memory 30 in
233a by activating or deactivating each of a plurality of
input and output terminals provided in the external memory
30 based on the determination made in 231a.

Based on an analysis of collected dynamic context infor-
mation in 231a, it may be determined that a wider bandwidth
is required according to changes in dynamic performance of
the processor 10. In such an event, a dynamic scaling of the
bandwidth may be performed in 2334, by activating at least
a part of deactivated input and output terminals among a
plurality of input and output terminals. By activating one or
more deactivated input and out terminals, the bandwidth is
expanded by a magnitude corresponding to the additional
bandwidth contributed by the newly activated input and
output terminals. Bandwidth expansion improves a data
transmission bottleneck effect that occurs at an input and
output terminal, and results in enhancing the overall pro-
cessing performance.

Similarly, based on an analysis of collected dynamic
context information in 231a, it may be determined that a
narrower bandwidth is sufficient for data transmission based
on the dynamic performance of the processor 10. In such an
event, a dynamic scaling of bandwidth may be performed in
233a, by deactivating at least one activated input and output
terminal among a plurality of input and output terminals.
The bandwidth is reduced by a magnitude that was contrib-
uted by the newly deactivated input and output terminal
before the deactivation. Bandwidth reduction lowers the
power consumption involved in data transmission at the
input and output terminals, thereby resulting in an enhance-
ment of the overall processing performance.

FIG. 3B is a flowchart that illustrates another example of
a scaling operation 230 in a method for adjusting a memory
bandwidth described in reference to FIG. 2.

Referring to FIG. 3B, the scaling operation 230 may
involve comparing collected cache miss rates to a predeter-
mined threshold to detect changes in dynamic performance
of the processor 10 in 231h, which are caused by an
increased data waiting time due to the external memory 30.
Further, the scaling operation 230 may involve scaling
bandwidth of the external memory 30 in 233a by activating
or deactivating each of a plurality of input and output
terminals provided in the external memory 30 based on the
determination. Based on the result of a comparison of
collected cache miss rates to a threshold in 2315, it may be
determined that a wider bandwidth is required for efficient
data transmission according to the dynamic performance of
the processor 10. In such an event, the bandwidth is dynami-
cally scaled by activating at least a part of deactivated input
and output terminals among a plurality of input and output
terminals in 2335. The bandwidth is expanded by a magni-
tude that corresponds to the contribution by the newly
activated one or more input and output terminal. Bandwidth
expansion alleviates a data transmission bottleneck effect
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that occurs at an input and output terminal, and thus results
in the enhancement of the overall processing performance.

For example, the detection of a greater cache miss rate
than a threshold indicates that the data waiting time has
increased due to insufficient bandwidth to transmit data to
and from the external memory 30. The increase in data
waiting time leads to a reduction in dynamic performance.
Accordingly, in the event that a cache miss rate is greater
than a threshold, it is determined that the dynamic perfor-
mance of the processor 10 has decreased. Thus, by newly
activating at least a part of deactivated input and output
terminals, the bandwidth may be increased by a magnitude
contributed by the newly activated input and output termi-
nals.

In another example, the scaling operation 230 may
involve comparing a certain number of cache miss rates
recently collected in a consecutive manner to a predeter-
mined threshold. In the event that a cache miss rate is greater
than a threshold for a certain number of time intervals or
more, it may be determined that dynamic performance of the
processor 10 has decreased. For example, if three cache miss
rates are greater than a threshold among five cache miss rates
recently collected, it may be determined that dynamic per-
formance of the processor 10 has decreased. By comparing
a plurality of cache miss rates to a threshold to determine
changes in dynamic performance, it is possible to detect
changes in dynamic performance of the processor 10 more
accurately than in an example in which a single cache miss
rate is compared to a threshold.

Similarly, based on the result of comparing the collected
cache miss rates to a threshold in 2315, it may be determined
that a narrower bandwidth is sufficient for data transmission
based on the dynamic performance of the processor 10. In
respond to such a determination, in the scaling of bandwidth
in 2335, by deactivating at least a part of activated input and
output terminals among a plurality of input and output
terminals, the bandwidth may be reduced by a magnitude
that corresponds to the contribution of the newly deactivated
input and output terminals. Bandwidth reduction lowers the
power consumption by the input and output terminals, and
thus results in an enhancement of the overall processing
performance.

FIG. 3C is a flowchart illustrating another example of a
scaling operation 230 in the method for adjusting memory
bandwidth described with reference to FIG. 2.

Referring to FIG. 3C, the scaling operation 230 may
involve calculating an average value of instructions per
cycle collected in a certain section according to a predeter-
mined standard, and sensing changes in the calculated
average value, in order to determine changes in dynamic
performance of the processor 10 according to changes in
parallel operation performance of the processor 10. The
scaling operation 230 may involve dynamically scaling the
bandwidth of the external memory 30 in 233¢ by activating
or deactivating one or more of a plurality of input and output
terminals provided in the external memory 30 based on the
changes in dynamic performance.

In operation 231¢, changes in collected instructions per
cycle (IPC) may indicate a reduction in the dynamic per-
formance of the processor 10. Accordingly, it may be
determined that a wider bandwidth is required for efficient
data transmission. In response to a determination that a
wider bandwidth is required, in the bandwidth is dynami-
cally scaled by activating at least a part of deactivated input
and output terminals among a plurality of input and output
terminals in 2335, thereby expanding the bandwidth by a
magnitude that corresponds to the contribution by the newly
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activated input and output terminals. Bandwidth expansion
alleviates a data transmission bottleneck effect that is occur-
ring at an input and output terminal, and results in an
enhancement of the overall processing performance.

For example, based on collected instructions per cycle, an
average value of instructions per cycle collected in a certain
section is calculated according to a predetermined standard,
and in response to sensing a reduction in the calculated
average value of instructions per cycle, it may be determined
that dynamic performance of the processor 10 has decreased
in 231c¢. For example, in response to an average value of five
instructions per cycle recently collected being smaller than
a previous average value, it may be determined that dynamic
performance of the processor 10 has decreased. In the
alternative, in response to an average value of five instruc-
tions per cycle recently collected being smaller than a
predetermined reference IPC value, it may be determined
that dynamic performance of the processor 10 has decreased.
In response to a determination that dynamic performance of
the processor 10 is reduced, the bandwidth of the external
memory 30 may be increased by further activating power of
input and output terminals. The bandwidth may be dynami-
cally scaled in 233c¢, by activating at least a part of deacti-
vated input and output terminals among a plurality of input
and output terminals, expanding the bandwidth by a mag-
nitude that corresponds to the contribution of the newly
activated input and output terminals. Bandwidth expansion
alleviates a data transmission bottleneck effect that occurs at
an input and output terminal, thereby enhancing the overall
processing performance.

Similarly, based on an increased average value of instruc-
tions per cycle, it may be determined in 231c¢ that dynamic
performance of the processor 10 has improved. Based on the
determination, and by considering the trade-off between
power consumption and dynamic performance of the pro-
cessor 10, it may be determined that a narrower bandwidth
is sufficient. In such an event, the bandwidth may be scaled
in 233c¢, by deactivating at least a part of activated input and
output terminals among a plurality of input and output
terminals. The bandwidth is reduced by a magnitude corre-
sponding to the newly deactivated input and output termi-
nals. Bandwidth reduction results in a lower power con-
sumption in the input and output terminals, and results in an
enhancement of the overall processing performance.

FIG. 3D is a flowchart illustrating yet another example of
scaling operation in the method for adjusting memory band-
width illustrated in FIG. 2. The scaling operation 320 may
involve determining changes in dynamic performance of the
processor 10 based on information about two or more
dynamic contexts collected, and dynamically scaling the
bandwidth of the external memory 30 based on the deter-
mination. For example, in FIG. 3D, changes in dynamic
performance of the processor 10 are determined based on
information about two dynamic contexts: a cache miss rate,
and instructions per cycle.

Referring to FIG. 3D, the scaling operation 230 may
involve comparing the collected cache miss rates with a
predetermined threshold to determine in 23154 the changes
in the dynamic performance of the processor 10 caused by
an increased data waiting time due to the external memory
30. In addition, based on the changes in instructions per
cycle collected, the changes in dynamic performance of the
processor 10 may be determined in 231cd.

Based on the determinations obtained in 23154 and
231cd, a choice is made in 232 as to whether to expand or
to reduce the bandwidth, or as to whether it is not necessary
to scale the bandwidth.
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For example, in response to a determination to expand the
bandwidth in 232, the bandwidth may be expanded by a
magnitude that corresponds to newly activated input and
output terminals by activating one or more deactivated input
and output terminal among a plurality of input and output
terminals to dynamically scale the bandwidth in 233d.
Bandwidth expansion alleviates a bottleneck effect that
occurs at an input and output terminal, and results in the
enhancement of the overall processing performance.

Similarly, in response to a determination to reduce band-
width in 232, the bandwidth may be reduced by a magnitude
that corresponds to newly deactivated input and output
terminals by deactivating one or more activated input and
output terminals among a plurality of input and output
terminals. Bandwidth reduction lowers the power consump-
tion by the input and output terminals, and results in the
enhancement of the overall processing performance.

Further, in response to a determination to maintain a
current bandwidth in 232 without scaling the bandwidth, the
current bandwidth is maintained in 2344 without being
expanded or reduced.

FIG. 4 is another flowchart illustrating an example of a
method for adjusting memory bandwidth of a computing
apparatus.

Referring to FIG. 4, the method for adjusting memory
bandwidth of a computing apparatus involves: collecting
dynamic context information in 210; scaling bandwidth in
230; and returning bandwidth to a default in 250. As the
collecting of dynamic context information in 210 and the
scaling of bandwidth in 230 are the same as operations
described above with reference to FIGS. 2, and 3A to 3D,
only the returning of bandwidth to default in 250 will be
described in detail hereinafter.

In the event that the dynamic performance of a processor
is not changed by the scaling of the bandwidth of an external
memory, the bandwidth of the external memory may be
returned to a default bandwidth in 250. In other words, in
response to a determination that the change in memory
bandwidth is not relevant to the dynamic performance of the
processor 10, the bandwidth of the external memory 30 is
returned to a default bandwidth. For example, due to a high
cache miss rate detected based on the collected cache miss
rates, the bandwidth may be scaled to reach a maximum
level. In the event that the cache miss rates subsequently
collected are still maintained to a level greater than a
threshold, it is determined that the dynamic performance of
the processor 10, which were determined based on cache
miss rates collected, are not relevant to the memory band-
width. Thus, the memory bandwidth of the external memory
30 may be returned to a default bandwidth. By returning
expanded bandwidth to default bandwidth regardless of
changes in dynamic performance of the processor 10, the
power consumption caused by the expansion of the band-
width may be reduced or eliminated, thereby improving the
overall power efficiency.

In another example, based on collected instructions per
cycle, a bandwidth of the external 30 may be scaled to reach
a maximum level. In response, an average value of instruc-
tions per cycle subsequently calculated may be reduced
continuously. In such an event, it is determined that the
memory bandwidth is irrelevant to the changes in dynamic
performance of the processor 10, which were determined
based on the collected instructions per cycle, and the
memory bandwidth of the external memory 30 may be
returned to a default bandwidth.

The method for adjusting bandwidth according to an
example may also be embodied as computer readable codes
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on a non-transitory computer readable recording medium.
The computer readable recording medium is any data stor-
age device that can store data which can be thereafter read
by a computer system.

FIG. 5 is a diagram illustrating an example of a bandwidth
scaler.

Referring to FIG. 5, the bandwidth scaler includes a
dynamic context information collector 51 and a port switch
53.

The dynamic context information collector 51 collects
information about at least one dynamic context that repre-
sents or corresponds to a dynamic context of the processor
10. The dynamic context information collector 51 may be a
device preinstalled in a BIOS or an operating system, or a
device separately provided for collecting dynamic context
information. For example, the dynamic context information
may be information about a specific event of a processor
provided by the processor 10. In another example, the
dynamic context information may be at least one of a cache
miss rate or an instruction per cycle.

The port switch 53 may scale a bandwidth of the external
memory 30 by activating or deactivating at least one termi-
nal among a plurality of input and output terminals provided
in the external memory 30 based on collected dynamic
context information. The activation or deactivation may be
performed for each of a plurality of input and output
terminals. For example, by switching off an input and output
terminal on a memory interface, the port switch 53 may
deactivate the input and output terminal. Further, by switch-
ing on an input and output terminal, the port switch 53 may
activate the input and output terminal.

In one example, the port switch 53 determines changes in
dynamic performance of the processor 10 by comparing
collected cache miss rates to a predetermined threshold. For
example, a high cache miss rate leads to an increase in data
waiting time. Thus, in response to the collected cache miss
rate being above a predetermined threshold value, it may be
determined that the dynamic performance of the processor
10 has decreased. Similarly, a low cache miss rate leads to
a decrease in data waiting time. Thus, in response to the
collected cache miss rate being below a predetermined
threshold value, it may be determined that the dynamic
performance of the processor 10 has improved. Based on the
determination regarding the dynamic performance of the
processor 10, the port switch 53 may scale the bandwidth of
the external memory 30 by activating or deactivating each of
a plurality of input and output terminals provided in the
external memory 30.

In another example, the port switch 53 determines in
advance changes in dynamic performance of the processor
10 based on an average value of instructions per cycle. For
example, an average value of instructions per cycle collected
in a certain section may be calculated according to a
predetermined standard, and changes in the calculated aver-
age value may be determined. Further, the port switch 53
may scale bandwidth of the external memory 30 by activat-
ing or deactivating each of a plurality of input and output
terminals provided in the external memory 30 based on the
determination.

In another example, the port switch 53 may determine the
changes in dynamic performance of the processor 10 based
on information of two or more dynamic contexts that are
collected, including, for example, the cache miss rates,
instructions per cycle, and the like. Based on the determi-
nation, the port switch 53 may scale a bandwidth of the
external memory 30.
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As described above, the bandwidth scaler 50 may pre-
cisely scale the bandwidth of the external memory 30 by
scaling the bandwidth of the external memory 30 at an input
and output terminal. Further, by scaling the bandwidth of the
external memory 30 in consideration of dynamic contexts of
the processor 10, the bandwidth scaler 50 may dynamically
scale the bandwidth of the external memory 30 according to
memory bandwidth requirements for application workloads.
As a result, the leakage energy consumed by the external
memory 30 with a high bandwidth may be reduced, thereby
reducing the power consumption resulting from application
execution.

FIG. 6 is another diagram illustrating an example of a
bandwidth scaler.

Referring to FIG. 6, the bandwidth scaler 50 includes a
dynamic context information collector 51, a port switch 53,
and a bandwidth returner 55 for returning bandwidth to a
default bandwidth. As the dynamic context information
collector 51 and the port switch 53 are the same as those
described above with reference to FIG. 5, only the band-
width returner 55 for returning bandwidth to a default
bandwidth will be described in detail hereinafter.

In the event that there is no changes in the dynamic
performance of the processor 10 after the scaling of the
bandwidth of the external memory 30 based on collected
dynamic context information, the bandwidth returner 55 for
returning bandwidth to a default bandwidth may return the
bandwidth of the external memory 30 to a default band-
width. In other words, in response to a determination that the
memory bandwidth is not relevant to the dynamic perfor-
mance of the processor 10 as determined based on the
collected dynamic context information, the bandwidth
returner 55 returns the bandwidth of the external memory 30
to a default bandwidth.

For example, based on collected cache miss rates, the
bandwidth may be scaled such that the bandwidth reaches a
maximum level. In the event that the cache miss rates
subsequently collected is still at a higher level than a
threshold, it is determined that changes in dynamic perfor-
mance of the processor 10 that have been determined based
on collected cache miss rates are not relevant to memory
bandwidth. Thus, the bandwidth returner 55 may return the
memory bandwidth of the external memory 30 to a default
bandwidth.

In another example, based on collected instructions per
cycle, the bandwidth may be scaled such that the bandwidth
reaches a maximum level. In the event that the an average
value of instructions per cycle subsequently calculated con-
tinually decrease, it is determined that the memory band-
width is not relevant to the changes in the dynamic perfor-
mance of the processor 10 that were determined based on
collected instructions per cycle. Thus, the bandwidth
returner 55 returns the memory bandwidth of the external
memory 30 to a default bandwidth.

The bandwidth returner 55 may return the memory band-
width to a default bandwidth by using the port switch 53.

As described above, by scaling the bandwidth of an
external memory at input and output terminals in consider-
ation of dynamic context, it is possible to dynamically adjust
memory bandwidth according to memory bandwidth
requirements based on application workloads.

Further, it is possible to reduce leakage energy consumed
by an external memory with a high bandwidth, thereby
reducing power consumption in executing applications.

FIG. 7 is a diagram illustrating an example of an appa-
ratus that includes a bandwidth scaler. The apparatus may be
a portion of a computing apparatus. In this example, the
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apparatus includes a system on chip 710 that includes a
processor 720 and an external memory 730. The external
memory 730 and the processor 720 may exchange data via
input and output terminals. The computation for adjusting
the bandwidth may include collecting dynamic context
information regarding the processor 720 and comparing the
missed cache miss rate or an average value of instructions
per cycle performed by the processor 720 to a predetermined
threshold value. However, the implementation of a band-
width scaler according to the present disclosure is not
limited to the example illustrated in FIG. 7. While the
example illustrated in FIG. 7 includes a system on chip, in
another example, a bandwidth scaler may be implemented
with a system in package, a printed circuit board, or other
known technology.

As described above, the increase in the number of input
and output terminals and the use of a 3D stacked DRAM
may improve memory bandwidth. However, the power
consumption may increase with the increase in memory
bandwidth. By dynamically scaling the bandwidth according
to workload characteristics, it may be possible to enhance
performance and reduce power consumption in data trans-
mission.

The units described herein may be implemented using
hardware components and software components. For
example, the hardware components may include micro-
phones, amplifiers, band-pass filters, audio to digital con-
vertors, and processing devices. A processing device may be
implemented using one or more general-purpose or special
purpose computers, such as, for example, a processor, a
controller and an arithmetic logic unit, a digital signal
processor, a microcomputer, a field programmable array, a
programmable logic unit, a microprocessor or any other
device capable of responding to and executing instructions
in a defined manner. The processing device may run an
operating system (OS) and one or more software applica-
tions that run on the OS. The processing device also may
access, store, manipulate, process, and create data in
response to execution of the software. Data may be stored in
a memory. For purpose of simplicity, the description of a
processing device is used as singular; however, one skilled
in the art will appreciated that a processing device may
include multiple processing elements and multiple types of
processing elements. For example, a processing device may
include multiple processors or a processor and a controller.
In addition, different processing configurations are possible,
such a parallel processors.

The software may include a computer program, a piece of
code, an instruction, or some combination thereof, to inde-
pendently or collectively instruct or configure the processing
device to operate as desired. Software and data may be
embodied permanently or temporarily in any type of
machine, component, physical or virtual equipment, com-
puter storage medium or device, or in a propagated signal
wave capable of providing instructions or data to or being
interpreted by the processing device. The software also may
be distributed over network coupled computer systems so
that the software is stored and executed in a distributed
fashion. The software and data may be stored by one or more
non-transitory computer readable recording mediums. The
non-transitory computer readable recording medium may
include any data storage device that can store data which can
be thereafter read by a computer system or processing
device. Examples of the non-transitory computer readable
recording medium include read-only memory (ROM), ran-
dom-access memory (RAM), CD-ROMs, magnetic tapes,
floppy disks, and optical data storage devices. Also, func-
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tional programs, codes, and code segments that accomplish
the examples disclosed herein can be easily construed by
programmers skilled in the art to which the examples pertain
based on and using the flow diagrams and block diagrams of
the figures and their corresponding descriptions as provided
herein.

While this disclosure includes specific examples, it will
be apparent to one of ordinary skill in the art that various
changes in form and details may be made in these examples
without departing from the spirit and scope of the claims and
their equivalents. The examples described herein are to be
considered in a descriptive sense only, and not for purposes
of limitation. Descriptions of features or aspects in each
example are to be considered as being applicable to similar
features or aspects in other examples. Suitable results may
be achieved if the described techniques are performed in a
different order, and/or if components in a described system,
architecture, device, or circuit are combined in a different
manner and/or replaced or supplemented by other compo-
nents or their equivalents. Therefore, the scope of the
disclosure is defined not by the detailed description, but by
the claims and their equivalents, and all variations within the
scope of the claims and their equivalents are to be construed
as being included in the disclosure.

What is claimed is:

1. A method for adjusting bandwidth, comprising:

collecting information corresponding to a dynamic con-

text of a processor;

determining the dynamic context of the processor, based

on the collected information; and

based on the determined dynamic context, dynamically

scaling bandwidth by respectively activating or deac-
tivating at least one deactivated terminal or activated
terminal among a plurality of input and output termi-
nals for a memory separately configured with respect to
the processor.

2. The method of claim 1, wherein the dynamic scaling of
the bandwidth comprises, in response to a determination to
expand the bandwidth according to the dynamic context,
activating the at least one deactivated terminal.

3. The method of claim 1, wherein the dynamic scaling of
the bandwidth comprises, in response to a determination to
reduce the bandwidth according to the dynamic context,
deactivating the at least one activated terminal.

4. The method of claim 1, wherein the collected infor-
mation comprises a cache miss rate.

5. The method of claim 4, wherein the dynamic scaling of
the bandwidth comprises comparing collected cache miss
rates to a predetermined threshold, and determining to
expand the bandwidth in response to the collected cache
miss rates being greater than the predetermined threshold.

6. The method of claim 4, wherein the dynamic scaling of
the bandwidth comprises comparing collected cache miss
rates to a predetermined threshold, and determining to
reduce the bandwidth in response to the collected cache miss
rates being smaller than the predetermined threshold.

7. The method of claim 1, wherein the collected infor-
mation comprises a number of instructions per cycle pro-
cessed by the processor.

8. The method of claim 7, wherein the dynamic scaling of
the bandwidth comprises comparing the collected instruc-
tions per cycle to a predetermined threshold, and determin-
ing to expand the bandwidth in response to a number of the
collected instructions per cycle being smaller than the pre-
determined threshold.

9. The method of claim 7, wherein the dynamic scaling of
the bandwidth comprises comparing the collected instruc-
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tions per cycle to a predetermined threshold, and determin-
ing to reduce the bandwidth in response to a number of the
collected instructions per cycle being greater than the pre-
determined threshold.
10. The method of claim 1, further comprising, after
dynamically scaling the bandwidth, in response to the
dynamic context of the processor not being responsive to the
scaled bandwidth, returning the scaled bandwidth to a
default bandwidth.
11. The method of claim 10, wherein the returning com-
prises determining the responsiveness of the dynamic con-
text based on information corresponding to the dynamic
context of the processor collected after the bandwidth is
scaled.
12. The method of claim 1, further comprising, after
dynamically scaling the bandwidth to reach a maximum
level and determining that no improvement resulted in the
dynamic context from the dynamic scaling, returning the
scaled bandwidth to a default bandwidth.
13. A bandwidth scaler, comprising:
an information collector configured to collect information
corresponding to a dynamic context of a processor; and

aport switch configured to determine the dynamic context
of the processor, based on the collected information,
and to dynamically scale bandwidth by respectively
activating or deactivating at least one deactivated ter-
minal or activated terminal among a plurality of input
and output terminals for a memory separately config-
ured with respect to the processor.

14. The scaler of claim 13, wherein, in response to a
determination to expand the bandwidth according to the
dynamic context, the port switch is configured to activate the
at least one deactivated terminal.

15. The scaler of claim 13, wherein, in response to a
determination to reduce the bandwidth according to the
dynamic context, the port switch is configured to deactivate
the at least one activated terminal.

16. The scaler of claim 13, wherein the collected infor-
mation comprises a cache miss rate.

17. The scaler of claim 16, wherein after comparing
collected cache miss rates to a predetermined threshold, the
port switch determines to expand the bandwidth in response
to the collected cache miss rates being greater than the
predetermined threshold.

18. The scaler of claim 16, wherein after comparing
collected cache miss rates to a predetermined threshold, the
port switch determines to reduce the bandwidth in response
to the collected cache miss rates being smaller than the
predetermined threshold.

19. The scaler of claim 13, wherein the collected infor-
mation comprises a number of instructions per cycle pro-
cessed by the processor.

20. The scaler of claim 19, wherein, after comparing the
collected instructions per cycle to a predetermined thresh-
old, the port switch determines to expand the bandwidth in
response to a number of the collected instructions per cycle
being smaller than the predetermined threshold.

21. The scaler of claim 19, wherein, after comparing the
collected instructions per cycle to a predetermined thresh-
old, the port switch determines to reduce the bandwidth in
response to a number of the collected instructions per cycle
being greater than the predetermined threshold.

22. The scaler of claim 13, further comprising a band-
width returner configured to, after the bandwidth is dynami-
cally scaled, return the scaled bandwidth to a default band-
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width in response to the dynamic context of the processor
not being responsive to the scaled bandwidth.

23. The scaler of claim 22, wherein the bandwidth
returner is configured to determine the responsiveness of the
dynamic context based on information corresponding to the
dynamic context of the processor collected after the band-
width is scaled.

24. The scaler of claim 22, wherein, after dynamically
scaling the bandwidth to reach a maximum level and deter-
mining that no improvement resulted in the dynamic context
from the dynamic scaling, the bandwidth returner is config-
ured to return the scaled bandwidth to the default bandwidth.

25. A method for adjusting bandwidth, comprising:

determining a dynamic context of a processor; and

based on the dynamic context, scaling bandwidth between
the processor and a memory without changing voltage
or frequency.

26. The method of claim 25, wherein the scaling com-
prises, to expand the bandwidth based on the dynamic
context, activating at least one deactivated terminal among
a plurality of input and output terminals.

27. The method of claim 25, wherein the scaling com-
prises, to reduce the bandwidth based on the dynamic
context, deactivating at least one activated terminal among
a plurality of input and output terminals.

28. The method of claim 25, wherein the dynamic context
is determined based on a cache miss rate.

29. The method of claim 25, wherein the dynamic context
is determined based on a number of instructions per cycle
processed by the processor.

30. The method of claim 25, further comprising, after
scaling the bandwidth, in response to the dynamic context of
the processor not being responsive to the scaled bandwidth,
returning the scaled bandwidth to a default bandwidth.

31. The method of claim 30, wherein the returning com-
prises determining the responsiveness of the dynamic con-
text based on the dynamic context determined after the
bandwidth is scaled.

32. An apparatus, comprising:

a port switch configured to dynamically scale bandwidth
between a processor and a memory by activating or
deactivating at least one terminal among a plurality of
input and output terminals, based on a performance of
the processor,
wherein the memory is an off-chip memory with

respect to the processor.

33. The apparatus of claim 32, further comprising an
information collector configured to collect information
determining the performance of the processor.

34. The apparatus of claim 33, wherein the information
collector is configured to collect at least one of a cache miss
rate or a number of instructions per cycle processed by the
processor as the information determining the performance of
the processor.

35. The apparatus of claim 32, further comprising a
bandwidth returner configured to return the scaled band-
width to a default bandwidth in response to a determination
that the performance of the processor is not responsive to the
scaling of the bandwidth by the port switch.

36. The apparatus of claim 32, further comprising the
processor and the memory.

#* #* #* #* #*
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