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Various embodiments are directed to generating video data
using temporally offset image data samples having disparate
exposure times. Synthetic samples are generated for each of
the pixels at a particular time period by computing, for each
synthetic sample, a combined intensity of the captured
samples that fall within the time period. Synthetic samples
from adjacent pixels are grouped and image data in different
groups is compared to identify matching groups. Video
frames are constructed by combining image data from the
captured samples based upon the matched images.
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1
VIDEO GENERATION WITH
TEMPORALLY-OFFSET SAMPLING

FEDERALLY SPONSORED RESEARCH OR
DEVELOPMENT

This invention was made with government support under
0937847 and 0916441 awarded by the National Science
Foundation. The government has certain rights in the inven-
tion.

FIELD

Aspects of the present disclosure relate generally to video
generation, and more specifically, to generating video using
temporally-offset sampling.

BACKGROUND

Videography has grown in popularity and implementation,
and the demand for high-quality video has continued to
increase. For example, automobiles use cameras for extra
safety features, manufacturers use vision systems for quality
control and automation, surgeons use small cameras for mini-
mally invasive procedures, and mobile phones often have one
or more cameras capable of video capture.

High dynamic range (HDR) video delivers imagery in a
wide range of light intensities found in real scenes, ranging
from sunlight to dark shadows. This gives HDR video more of
a true brightness which can significantly enhance viewers’
experience. However, HDR video can require significant
post-processing, and combining frames can be computation-
ally intensive. Further, when a scene has significant motion,
capturing the scene may require a short exposure time that has
motion aliasing and captures less light (resulting in a poor
signal-to-noise ratio), and processing may require de-blur-
ring efforts that can be difficult and prone to artifacts.

High-speed cameras have been useful for capturing high
quality video, as they can be used to record fast-moving
objects as an image onto a storage medium (e.g., using a
charge-coupled device (CCD) or CMOS active pixel sensor),
with a high number (e.g., greater than 1000) of frames per
second. These are typically transferred onto DRAM for stor-
age. However, high-speed cameras can be very expensive and
complex. For example, it can be difficult to implement high-
speed cameras in portable devices such as mobile telephones.
While traditional video cameras can be relatively less expen-
sive and easier to implement, such cameras often use a con-
stant full-frame exposure time for each pixel and do not
provide enough frames per second to create quality high-
speed video. These and other problems have been challenging
to the implementation of high-quality video capture.

SUMMARY

Various aspects of the present disclosure are directed to
video capture and video processing apparatuses and methods.

In accordance with various embodiments, video is gener-
ated as follows. For each of a plurality of pixels representing
an imaged scene, temporally-consecutive samples of image
data are captured, with each captured sample having an expo-
sure time that is different than the exposure time of other
captured samples for that pixel. The captured samples for
each of the pixels are temporally offset relative to the captured
samples for at least another one of the pixels. For each of a
plurality of time periods, a synthetic sample is generated for
each of the pixels by computing, for each synthetic sample, a
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combined intensity of the captured samples that fall within
the time period for that pixel. Synthetic samples from adja-
cent ones of the pixels are grouped for each of a plurality of
different time periods. Image data in a first one of the groups
of synthetic samples is matched with image data in a second
group of samples, such as a second one of the groups of
synthetic samples, by comparing the groups of synthetic
samples obtained for different ones of the time periods. Video
frames are constructed by combining image data from the
respective captured samples based upon the matched image
data from the first and second groups of synthetic samples.

Another example embodiment is directed to an apparatus
having respective circuit modules as follows. A first circuit
module provides, for each of a plurality of pixels representing
an imaged scene, captured temporally-consecutive samples
of'image data in which each captured sample has an exposure
time that is different than the exposure time of other captured
samples for the pixel. Each captured sample for a pixel is
temporally offset relative to the captured samples for at least
another one of the pixels. A second circuit module generates,
for each of a plurality of time periods, a synthetic sample for
each of the pixels by computing, for each synthetic sample, a
combined intensity of the captured samples that fall within
the time period for that pixel. A third circuit module groups,
for each of a plurality of different time periods, synthetic
samples from adjacent ones of the pixels. A fourth circuit
module matches, for each of the plurality of pixels, image
data in a first one of the groups of synthetic samples with
image data in a second one of the groups of synthetic samples,
by comparing the groups of synthetic samples obtained for
different ones of the plurality of different time periods. A fifth
circuit module constructs video frames by combining image
data from the respective captured samples based upon the
matched image data from the first and second groups of
synthetic samples. One or more of the circuit modules may be
implemented together in a common circuit (e.g., a circuit
executing instructions to process video image data accord-
ingly).

The above summary is not intended to describe each
embodiment or every implementation of the present disclo-
sure. The figures and detailed description that follow more
particularly exemplify various embodiments.

DESCRIPTION OF THE FIGURES

Aspects of the disclosure may be more completely under-
stood in consideration of the following detailed description of
various embodiments in connection with the accompanying
drawings, in which.

FIG. 1 shows a temporally-offset video sampling
approach, in accordance with an example embodiment;

FIG. 2 shows another temporally-offset video sampling
approach, in accordance with another example embodiment;

FIG. 3 shows an approach to generating synthetic samples,
in accordance with another example embodiment;

FIG. 4 shows an apparatus for capturing video, in accor-
dance with another example embodiment;

FIG. 5 is a flow diagram showing an approach for gener-
ating video, in accordance with another example embodi-
ment; and

FIG. 6 shows a penalty approach used to process satura-
tion, in accordance with another example embodiment.

While various embodiments of the disclosure are amenable
to modifications and alternative forms, specifics thereof have
been shown by way of example in the drawings and will be
described in detail. It should be understood, however, that the
intention is not to limit the disclosure to the particular
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embodiments described. On the contrary, the intention is to
cover all modifications, equivalents, and alternatives falling
within the scope of the disclosure including aspects defined in
the claims.

DETAILED DESCRIPTION

Various aspects of the present disclosure are directed to
video capture and processing. While the present disclosure is
notnecessarily limited as such, various aspects may be appre-
ciated through a discussion of examples using this context.

In connection with various example embodiments, high
definition video is generated using an offset image capture
approach and related processing. For each pixel in a camera,
image data is captured at different times and having differing
exposure periods (e.g., randomly selected), with the image
data being temporally offset relative to image data captured
for other ones of the pixels. Image data captured by different
pixels and at different times are compared, and captured
image data that is matched after comparison is used to con-
struct a video having desirable definition.

In some embodiments, such approaches are implemented
for high-speed HDR video captured using a single low-speed
camera. Images can be sampled at a relatively low rate, with
offset (e.g., random) per-pixel exposure times and temporal
offsets between respective pixels. Such approaches may be
implemented using exposures and offsets as illustrated in
FIGS. 1 and 2, which are discussed further below. The differ-
ent exposure times used in the sampling scheme are used to
achieve a high dynamic range, such as by using temporal and
spatial redundancy in the video to match images captured by
different pixels and construct high-speed video. In some
implementations, a sensor such as a CMOS or CCD-based
sensor is used to generate high-speed video frames, and can
be implemented on a single chip. In certain implementations,
these approaches are implemented by using nearly all light
reaching an image sensor that collects the image data (e.g.,
with a very small amount of time between respective images
captured at different exposures for each pixel, such as less
than 10% of the total exposure time), facilitating low-light
performance.

In some implementations, images are matched and com-
bined using convex optimization based on block-matching
and blurring of respective images. Optical flow tracking is
used on the blurred images for following/tracking movement
of objects, followed by further block matching and convex
optimization to generate a resultant video image. For
example, different sets of combined image data can be com-
pared and used for determining an optical flow of images in
the scene, with data combined based upon the determined
optical flow. The images can be de-blurred along the time
axis, and integrated over the known exposure times. In some
implementations, a one-sided penalty function is used to
handle saturation.

Various embodiments are directed to the acquisition of
video data using one or more such approaches, and other
embodiments are directed to the construction of video with
data acquired using these approaches. Still other embodi-
ments are directed to both the acquisition of image data and
construction of video. Certain embodiments are directed to
methods for one or more of these aspects, other embodiments
are directed to apparatuses or systems that implement one or
more of these aspects. Still other embodiments are directed to
a computer program product recorded on a non-transitory
medium and that, when executed by a processor and/or appa-
ratus, causes one or more of the acquisition and construction
aspects to be carried out. Such embodiments may, for
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example, be implemented with a variety of types of image
capture devices, such as designated video cameras and
devices employing a video camera, as may be applicable to
one or more of electronics manufacturing, life sciences and
microscopy, surveillance and security. Accordingly, some
embodiments are directed to image capture as described
herein, in which an image sensor captures image data with
respective exposure times and temporal offsets relative to
other pixels as discussed. Other embodiments are directed to
processing circuitry that matches and otherwise processes the
image data. Such circuitry may, for example, be remote rela-
tive to the image capture and implemented to offload process-
ing requirements. Other embodiments are directed to meth-
ods and/or apparatuses including both local and remote
method or apparatus components.

The various method-based embodiments as discussed
herein are implemented with one or more apparatuses, such as
may involve image data processing circuits, image capturing
circuits and control circuits for reading out captured image
data. In one such embodiment, an apparatus includes a plu-
rality of circuit modules that operate to construct video data
using image data samples having different exposure times
and being temporally offset relative to one another. The mod-
ules may, for example, be implemented together on a pro-
grammed computer-type circuit.

Accordingly, a first circuit module provides captured tem-
porally-consecutive samples of image data for each of a plu-
rality of pixels representing an imaged scene. In some
embodiments, this first circuit module includes a communi-
cation circuit that receives such temporally-consecutive
samples. In other embodiments, the first circuit module
includes an image data processor that operates to read out the
temporally-consecutive samples of image data from a digital
image sensor (e.g., a pixel array). In yet other embodiments,
the first circuit module includes an image sensor that captures
digital image data. Further, the first circuit may include two or
more of these components. For each pixel, each of the cap-
tured samples has an exposure time that is different than the
exposure time of other captured samples for the pixel. Each
captured sample is also temporally offset relative to the cap-
tured samples for at least another one of the pixels.

A second circuit module generates, for each of a plurality
of time periods, a synthetic sample for each of the pixels by
computing, for each synthetic sample, a combined intensity
of'the captured samples that fall within the time period for that
pixel. A third circuit module groups, for each of a plurality of
different time periods, synthetic samples from adjacent ones
of'the pixels. A fourth circuit module matches, for each ofthe
plurality of pixels, image data in a first one of the groups of
synthetic samples with image data in a second one of the
groups of synthetic samples, by comparing the groups of
synthetic samples obtained for different ones of the plurality
of different time periods. A fifth circuit module constructs
video frames by combining image data from the respective
captured samples based upon the matched image data from
the first and second groups of synthetic samples. In some
embodiments, one or more of the second through fifth circuit
modules are implemented on a device that is common with
the first circuit module. In other embodiments, one or more of
the second through fifth circuit are implemented separately,
such as aremote device via which image data provided via the
first circuit module is sent (e.g., with the first circuit module
being implemented on a mobile telephone, and the second
through fifth circuit modules being implemented at remote
server that offloads computationally-intensive processing
from the mobile telephone).
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The first circuit module provides the captured temporally-
consecutive samples in a variety of manners to suit particular
embodiments. In some embodiments, the first circuit module
captures samples from the respective pixels on a frame-by-
frame basis, in which pixels having samples with an exposure
time that ends on the particular frame are captured (e.g., while
other pixels having exposure times that end on subsequent
frames are not captured). This partial-read out scheme can be
implemented to avoid pixel-by-pixel shutters. In other
embodiments, the first circuit module includes or uses such
shutters to control the exposure of each pixel.

Turning now to the figures, FIG. 1 shows a temporally-
offset video sampling approach, in accordance with another
example embodiment. By way of example, ten pixels are
shown as labeled 1-10, with the understanding that various
embodiments involve the use of a multitude of such pixels.
Each pixel captures temporally-consecutive image samples
(e.g., data corresponding to a pixel sensor over an exposure
time) using different exposure times, and the time during
which each image sample is collected is temporally offset
relative to the time during which one or more other image
samples are collected by other pixels with an overlapping
time.

In particular, each row 1-10 represents the sampling inter-
vals of pixels 1-10, and the width of each rectangular box
represents an exposure time for the image data captured cor-
responding to that box. By way of example, each pixel is
shown repeatedly using a sequence of randomly-permutated
4 exposure values, with various embodiments being directed
to using other exposure values. Referring to pixel 10, respec-
tive image samples are obtained for different exposures as
shown in boxes 110, 112, 114 and 116. Respective image
samples obtained in different ones of the pixels are also
temporally offset as shown, for example, between pixels 9
and 10.

Using this approach, a particular scene may be imaged at
respective times using different exposures, which can be ben-
eficial for addressing different types of imaging conditions
(e.g., alonger exposure can be useful in low-light conditions,
and a shorter exposure can mitigate saturation in bright
regions to facilitate a large dynamic range). Resulting aspects
such as blur and noise in dark regions can be overcome by
combining images collected at different exposures to con-
struct video based upon spatial and temporal redundancy,
such as by comparing different regions in search windows
120 and 122. Accordingly, these approaches can facilitate
both desirable temporal resolution (in the form of a higher
frame rate) and high dynamic range.

The sampling scheme can be implemented on a single
imaging chip, via which a subset of pixels having exposure
times ending on a particular frame is read out on the particular
frame, while pixels that are still exposing are skipped. For
example, at frame a as shown on the horizontal axis, pixels 1,
6, and 9 are read out. At frame b (7 frames after frame a),
pixels 3 and 7 are read out. Furthermore, by using such an
approach, about all light can be collected from a particular
scene.

FIG. 2 shows another temporally-offset video sampling
approach, in accordance with another example embodiment.
For every time period T (e.g., T=Y50 second), all pixels are
sampled and read out. Relative to FIG. 1, the image samples
obtained as shown in FIG. 2 include respective image samples
collected at different exposures and that collectively fall
within acommon time period. Like FIG. 1, the image samples
210, 212, 214 and 216 have different exposures and are tem-
porally offset, relative to image samples for one or more other
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pixels. Within the period T, pixels are also sampled using
offsets and varying exposure times.

As may be implemented with the approaches shown in
FIG. 1 or 2, or in other embodiments in which samples are
captured from adjacent pixels that are temporally aligned, a
more specific embodiment involves a coded sampling scheme
in which each pixel location uses a randomly-selected per-
mutation of exposure times and an offset. Powers of two are
used for the set of exposure times to obtain a compression
factor of n:log,(n+1). The value n is set at n=15 to provide
approximately a 4x increase in frame rate and {1, 2, 4, 8}
frames as the set of exposures (e.g., as respectively shown for
samples 210, 214, 216 and 212). The random sequences of
exposures can be repeated temporally to obtain longer videos.
As there are no gaps between exposures, the sampling scheme
achieves 100% light throughput. Furthermore, no gain com-
pensation is performed between the different exposures
times, which results in the eight-frame samples being three
stops brighter than one-frame samples.

At the end of each frame (e.g., with 210 being a single
frame), approximately one fourth of the pixels on the sensor
are sampled, as represented by the completion of the exposure
(right-most side of each box/sample). In some embodiments,
this sampling is implemented using a sensor with a partial
read out of the sensor that skips pixels that are still exposing,
such as described above with regard to time b in FIG. 1. Such
a partial read out may, for example, employ a tiled sampling
pattern. In certain embodiments, row and column addressing
is employed to activate electronic shutters of the pixels being
sampled.

The collected samples (e.g., low-speed coded sampling
video) are used to construct high-speed video by exploiting
spatial and temporal redundancy. Block matching is used to
find similar video patches within frames and/or across
frames. Three dimensional space-time patches are used as
blocks. Groups of similar patches are identified and their
different sampling patterns are used to de-blur longer expo-
sure samples and fill in saturated pixels.

In some embodiments, the reconstruction is done in two
stages. The first stage includes block matching on the
sampled input data, and optimizing using less accurate
matches. In the second stage, intermediate outputs of the first
stage are matched to obtain better matches and sharper
results. In some implementations, both the first and second
stages use the same optimization method once the matches
have been obtained. In further implementations, a forward/
backward consistency check is implemented to terminate
flow trajectories in the video.

In a particular implementation, block matching is carried
out in the first stage by searching for the K-nearest space-time
patches within a three-dimensional search window around a
reference patch. In order to compute a patch distance between
two differently-sampled patches, samples captured with
shorter exposures (e.g., a source sample) are blurred/com-
bined to match a sample captured with a longer exposure
(e.g., atarget sample). Referring to FIG. 1 by way of example,
such block matching may be carried out using search win-
dows 120 and 122 having a 3x3 array of frames therein.

FIG. 3 shows an approach to generating and comparing
synthetic samples, in accordance with another example
embodiment. A source 310 includes samples 312, 314 and
316 as shown, and is blurred by combining weighted intensity
values of the samples to obtain a synthetic sample z corre-
sponding to a target 320. More specifically, a value is com-
puted for the synthetic by combining half of sample 312, all of
sample 314 and half of sample 316, with its variance being
0°=Va+1+V4. Using a temporal patch extent of 3 frames as
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marked by the search windows 120 and 122 in FIG. 1, since
the target 320 covers the full 4 frame extent of the patch, the
square of the difference value between the target 320 and the
synthetic sample z will have a weight of 4/(1+0?) in the total
patch distance. For instance, comparing groups of synthetic
samples obtained for different time periods in this regard may
include comparing an intensity of respective groups of syn-
thetic samples including a first pixel and at least two pixels
immediately adjacent the first pixel.

Accordingly, source samples are weighted based on their
coverage of the target sample, and a variance for the blurred
value is computed assuming each individual sample has the
same variance. The squared difference between the target
sample and the blurred source value contributes to the patch
distance with a weight proportional to the target sample’s
coverage of the current patch divided by the variance of the
residual.

In asecond stage, a combination of optical flow and search-
based block matching is used on the estimated video from the
first stage as consistent with FIG. 3. In some implementa-
tions, optical flow is computed over an entire video using a
graphics processing unit (GPU) implementation ofthe TV-L.1
optical flow algorithm as described in C. Zach, T. Pock, and
H. Bischof, “A Duality Based Approach for Realtime TV-L.1
Optical Flow,” DAGM, 2007, which is fully incorporated
herein by reference. The flows are concatenated and refined to
obtain trajectories of length up to a temporal radius (e.g., a
radius of 5). In some implementations, forward and backward
consistency checks are used to terminate trajectories early.
Search-based block matching is used to reach a target number
of matches (e.g., 20) in addition to the matches from flow:
Block matching in this second stage may, for example, use a
sum of square distances (SSD) patch distance, as facilitated
by the result of the first stage being densely-sampled high-
speed video.

FIG. 4 shows an apparatus 400 for capturing video, in
accordance with another example embodiment. The appara-
tus 400 includes a sensor 410 having a plurality of pixels that
respectively capture temporally-consecutive samples of
image data. Each captured sample has an exposure time that
is different than the exposure time of other captured samples
for the pixel, and the captured samples for each of the pixels
is temporally offset relative to the captured samples for at
least another one of the pixels. The captured image data is
provided to a synthetic sample generator 430, which operates
to generate synthetic samples by computing, for each syn-
thetic sample, a combined intensity of the captured samples
that fall within the time period for that pixel (e.g., blurring
source samples, such as described in connection with FIG. 3
above).

In some implementations, the sensor 410 partially reads-
out the pixels therein at each frame, based upon those pixels
that have been exposed for their respective exposure period
(e.g., as described in connection with FIGS. 1 and 2 above). In
some implementations, the apparatus 400 includes a shutter
controller 420 that controls individual shutters for each pixel,
to facilitate the capture of the respective samples at different
exposures and temporally-offset relative to one another.

A matching module 440 matches the samples including the
synthetic samples, and provides matching data with image
data to a video construction module 450 that generates output
HDR video by combining image data from the respective
captured samples, based upon the matched images from the
first and second groups of synthetic samples. Accordingly, for
each of several time periods, the matching module 440 groups
synthetic samples from adjacent ones ofthe pixels, and image
data in respective groups is matched by comparing synthetic
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samples obtained for different ones of the time periods and
different ones of the pixels. In some implementations, the
matching module 440 carries out respective steps as dis-
cussed for the first and second stages above, in which func-
tions such as convex optimization and optical flow are carried
out.

FIG. 5 is a flow diagram showing an approach for gener-
ating video, in accordance with another example embodi-
ment. The approach shown in FIG. 5 may, for example, be
implemented with the apparatus 400 shown in FIG. 4. In a
first stage and beginning at block 510, temporally-offset
image data samples are captured at different exposures. Syn-
thetic samples are computed at block 520 by combining
image data corresponding to different samples, and the syn-
thetic samples are block matched at block 530 based upon
intensity characteristics. Convex optimization is then per-
formed at block 540, using the block matches.

Inasecond stage, an optical flow of the reconstructed video
data from the first stage is calculated at block 550, such as by
using an exhibited flow of objects throughout a scene. At
block 560, at least one of the optical flow and a block-match-
ing approach are used to match samples (e.g., block matching
is used for samples in which optical flow is unreliable). Con-
vex optimization is again performed at block 570, and video
is constructed using the optimized samples at block 580. In
some embodiments, the respective stages are repeated for
different groups of pixels (e.g., where the groups are ran-
domly compared within a particular time window), with
groups not matching being discarded upon a subsequent rep-
etition.

Block matching as shown in FIG. 5 and/or otherwise
described herein is carried out using one or more of a variety
of approaches. For exemplary purposes, the following nota-
tion is used for matching in the context of the ensuing discus-
sion of example embodiments involving block matching: i is
the location of a reference patch, G, is the reference patch’s
set of matches with jeG, being the location of a match, and the
patch distance for a given match is d;; (a normalized, mean
squared error value).

An objective function is implemented using matching
results for both a data term and a regularization term, and an
L1 norm is used for both terms. If the input value is saturated
in the data term, a one-sided version of the I.1 norm as shown
in FIG. 6 is used so that brighter values are not penalized.
Residuals in which the estimate is less than the saturated input
are penalized. The objective function is then given by:

Tmax
wil = ISx = y,ll,, + A = x5l )
g 1+ 1
4

i jeG;

where S, ; samples the high-speed data x at location i using the
sampling pattern at location j; and y,, which is the input at
location j, is used to constrain S, x. The weights w,; are given

by

i
wi = exp(— ﬁ]

The 7,,,./T; term is used to give more weight to constraints
with shorter exposures to provide sharper results and better
reconstruction of saturated regions. The T, term may vary on
a per-sample basis rather than a per-patch basis.
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The second stage of the reconstruction also assigns a
smaller weight to constraints from the search-based block
matching, which can improve the sharpness provided by opti-
cal flow matching. The weights are reduced by a factor of
about 0.5 for search-based block matching constraints, and
the objective function is rewritten as

[l 4x—b] *+y[1Fl,,

where A is a sparse matrix with the weighted S, ; terms as it
rows, b is a column vector of the weighted y; inputs, and F is
a sparse matrix with w,(8,-9)) as its rows (9, is a row vector
witha 1 at location i). In some implementations, such a sparse
matrix approach is not used in lieu of using a regularization
method that facilitates local updates with aggregation.

The objective function above is minimized using the
ADMM algorithm as described in S. Boyd, N. Parikh, E. Chu,
B. Peleato, and J. Eckstein, “Distributed Optimization and
Statistical Learning via the Alternating Direction Method of
Multipliers,” Foundations and Trends in Machine Learning,
3(1):1-122 (2011) (which is fully incorporated herein by ref-
erence), by formulating it as a constrained convex optimiza-
tion:

minimizd|z ||+ +[Iz2ll;
) A 41 b
subject to[ }x - [ } = [ }
yF 2 0

The primal-dual algorithm for solving this optimization prob-
lem is as follows:

M = A"A + y°F°F
Zy =1y 1=2Z, =1y =0
for k =1 to iters do
d=A%b+z, -u)+yF(z, - uy)

x:=Md
T, =Ax-b
T, :=yFx

z, = SoftThreshold, * (T, + u, p)
z, = SoftThreshold, (v, + uy, p)
U =T +U; -7
Wi=Th+U -2

end for

The SoftThreshold, . function is a soft thresholding opera-
tion modified for the one-sided penalty function as follows:

z = SoftThreshold,« (v, p)

1
mir(u+ -, 0], v=0
e
1
ma){u— -, 0], v > 0 and not saturated
e

v, otherwise

where “not saturated” means the corresponding input value
from y is less than y,, The SoftThreshold1 function is the
standard soft thresholding operation for the I.1 norm. The p
parameter affects the convergence of the algorithm: larger
values result in smaller steps between iterations. In the first
stage, p=2 is used, and p=10 is used in the second stage.

In some implementations, a sparse GPU implementation of
the conjugate gradient method is used to solve the x:=M™~" d
step. The A, A, F, and F¥ operations in the loop are performed
without explicitly forming the matrices for memory consid-
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erations. The main bottleneck in the algorithm is forming the
sparse matrix M, which can be accomplished using the Eigen
library’s RandomSetter class as described in Eigen, “Ran-
domSetter Class Template Reference,” December 2012,
which is fully incorporated herein by reference.

In some implementations, a full RGB input video is used,
with hardware implementation on vertically stacked photo-
diodes that are used in Foveon X3 sensors available from
Foveon of Santa Clara, Calif. In other implementations, a
Bayer pattern filter is used to filter video data for matching
(e.g., as an input to the data term) in both stages to handle a
Bayer pattern input. In still other implementations, a tiled
sampling pattern is used in place of random patterns as dis-
cussed herein, for row and column addressing.

Various modules or other circuits may be implemented to
carry out one or more of the operations and activities
described herein and/or shown in the figures. In these con-
texts, a “module” is a circuit that carries out one or more of
these or related operations/activities (e.g., capturing image
data, combining image data from respective pixels, comput-
ing intensities, generating a synthetic sample, generating out-
put video, or otherwise processing video data). For example,
in certain of the above-discussed embodiments, one or more
modules are discrete logic circuits or programmable logic
circuits configured and arranged for implementing these
operations/activities, as in the circuit modules shown in FIG.
4. In certain embodiments, such a programmable circuit is
one or more computer circuits programmed to execute a set
(or sets) of instructions (and/or configuration data). The
instructions (and/or configuration data) can be in the form of
firmware or software stored in and accessible from a memory
(circuit). As an example, first and second modules include a
combination of a CPU hardware-based circuit and a set of
instructions in the form of firmware, where the first module
includes a first CPU hardware circuit with one set of instruc-
tions and the second module includes a second CPU hardware
circuit with another set of instructions.

Certain embodiments are directed to a computer program
product (e.g., nonvolatile memory device), which includes a
machine or computer-readable medium having stored
thereon instructions which may be executed by a computer
(or other electronic device) to perform these operations/ac-
tivities.

Various embodiments described above and shown in the
figures may be implemented together and/or in other man-
ners. One or more of the items depicted in the drawings/
figures herein can also be implemented in a more separated or
integrated manner, or removed and/or rendered as inoperable
in certain cases, as is useful in accordance with particular
applications. For example, different exposure times and tem-
poral offsets may be implemented to suit particular embodi-
ments. As another example, image data capture and video
construction aspects can be carried out in a single device, orin
different components that are in communication with one
another. In view of this and the description herein, those
skilled in the art will recognize that many changes may be
made thereto without departing from the spirit and scope of
the present disclosure.

What is claimed is:

1. A method comprising:

for each of a plurality of pixels representing an imaged
scene, providing captured temporally-consecutive
samples of image data, each captured sample having an
exposure time that is different than an exposure time of
other captured samples for the pixel, the captured
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samples for each of the pixels being temporally offset
relative to the captured samples for at least another one
of the pixels;

for each of a plurality of time periods, generating a syn-

thetic sample for each of the pixels by computing, for
each synthetic sample, a combined intensity of the cap-
tured samples that fall within the time period for that
pixel;

for each of a plurality of different time periods, grouping

synthetic samples from adjacent ones of the pixels;

for each of the plurality of pixels, matching image data in

a first one of the groups of synthetic samples with image
data in a second one of the groups of synthetic samples
by comparing the groups of synthetic samples obtained
for different ones of the plurality of different time peri-
ods; and

constructing video frames by combining image data from

the respective captured samples based upon the matched
image data from the first and second groups of synthetic
samples.

2. The method of claim 1, wherein comparing the groups of
synthetic samples obtained for different ones of the plurality
of different time periods includes comparing an intensity of a
first group of synthetic samples including a first pixel and at
least two pixels immediately adjacent the first pixel, with an
intensity of a second group of synthetic samples including a
second pixel and at least two pixels immediately adjacent the
second pixel.

3. The method of claim 1, wherein matching image data
from a pixel in a first one of the groups of synthetic samples
with image data from a pixel in a second one of the groups of
synthetic samples includes tracking optical flow of an object
imaged in the pixel in the first one of the groups of synthetic
samples to the pixel in the second one of the groups of syn-
thetic samples.

4. The method of claim 1, wherein constructing video
frames further includes comparing difterent sets of the com-
bined image data and determining an optical flow of images in
the scene, and combining ones of the different sets of the
combined image data based upon the determined optical flow.

5. The method of claim 1, wherein providing the tempo-
rally-consecutive samples includes capturing each of the tem-
porally-consecutive samples by randomly selecting an expo-
sure time from a group of predefined exposure times for the
temporally-consecutive samples, and capturing the samples
using the randomly-selected exposure times.

6. The method of claim 1, wherein providing the tempo-
rally-consecutive samples includes capturing each of the tem-
porally-consecutive samples from immediately adjacent pix-
els that are temporally-aligned.

7. The method of claim 1, wherein providing captured
temporally-consecutive samples of image data includes cap-
turing samples by, for each frame, capturing samples having
an exposure time that ends on that frame.

8. The method of claim 1, wherein providing captured
temporally-consecutive samples of image data includes cap-
turing samples from different pixels having respective expo-
sure times that end on different frames by, for each frame,
capturing those samples in respective pixels having an expo-
sure time that ends on that frame while other samples in other
pixels that are not captured continue to expose during at least
a subsequent frame.

9. The method of claim 1, wherein providing the tempo-
rally-consecutive samples includes capturing samples having
different exposure times for each pixel, at least two of the
temporally-consecutive captured samples for one of the pix-
els including first and second temporally-consecutive
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samples, the first sample having an exposure time that ends
temporally before an exposure time of the second sample
begins.

10. The method of claim 1, wherein providing the tempo-
rally-consecutive samples includes capturing samples for dif-
ferent ones of the pixels based upon a random time offset
between the captured samples.

11. The method of claim 1, wherein providing the tempo-
rally-consecutive samples includes capturing samples, for
one of the pixels, using a randomly-selected exposure time
for each captured sample.

12. The method of claim 1, wherein providing the tempo-
rally-consecutive samples includes capturing the temporally-
consecutive by

capturing samples for different ones of the pixels based

upon a random time offset between the captured
samples, and

capturing samples, for one of the pixels, using a randomly-

selected exposure time for each captured sample.

13. The method of claim 1, wherein providing the tempo-
rally-consecutive samples includes capturing the temporally-
consecutive by using a separate shutter for each pixel to
control the acquisition of image data for a predetermined
exposure period.

14. The method of claim 1, further including

computing an optical flow of images in the constructed

video frames,

for each pixel in the constructed video frames,

for each of a plurality of different time periods, grouping
image data from adjacent ones of the pixels in the
constructed video frames, and

matching image data in different ones of the groups of
image data by comparing the groups of image data
obtained for different ones of the plurality of different
time periods, and

constructing second video frames by combining image

data from the respective captured samples based upon at
least one of: the optical flow and the matching of image
data in said constructed video frames.

15. A method comprising:

capturing temporally-consecutive samples of video image

data over time for a plurality of different pixels, using
different exposure times for different ones of the respec-
tive samples captured by each pixel, the captured
samples for each of the pixels being temporally offset
relative to the captured samples of other ones of the
pixels;

generating synthetic samples from the captured samples

by, for each synthetic sample, computing an intensity of
the image data captured for a pixel during a particular
time period in which at least one of the samples is cap-
tured;

for each of a multitude of groups of samples, matching

image data in a first group of the samples with image
data in a second group of the samples based on an inten-
sity of the respective groups of samples, the first and
second groups of the samples being offset in time and
having a common length of time, at least one of the
groups of samples including at least one of the synthetic
samples; and

constructing video frames by combining image data from

the respective captured samples based upon at least one
of the matching and an optical flow of images in the
video.

16. An apparatus comprising:

a first circuit module configured and arranged to, for each

of a plurality of pixels representing an imaged scene,
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provide captured temporally-consecutive samples of
image data, each captured sample having an exposure
time that is different than the exposure time of other
captured samples for the pixel, the captured samples for
each of the pixels being temporally offset relative to the
captured samples for at least another one of the pixels;

a second circuit module configured and arranged to, for
each of a plurality of time periods, generate a synthetic
sample for each of the pixels by computing, for each
synthetic sample, a combined intensity of the captured
samples that fall within the time period for that pixel;

a third circuit module configured and arranged to, for each
of a plurality of different time periods, group synthetic
samples from adjacent ones of the pixels;

a fourth circuit module configured and arranged to, for
each of the plurality of pixels, match image data in a first
one of the groups of synthetic samples with image data
in a second one of the groups of synthetic samples by
comparing the groups of synthetic samples obtained for
different ones of the plurality of different time periods;
and

a fifth circuit module configured and arranged to construct
video frames by combining image data from the respec-
tive captured samples based upon the matched image
data from the first and second groups of synthetic
samples.

20
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17. The apparatus of claim 16, wherein the first circuit
module includes an image sensor circuit configured and
arranged to capture the temporally-consecutive samples hav-
ing the respective exposure times.

18. The apparatus of claim 16, wherein the first circuit
module is configured and arranged to provide the captured
temporally-consecutive samples by, for each frame, captur-
ing samples having an exposure time that ends on that frame.

19. The apparatus of claim 16, wherein the first circuit
module is configured and arranged to provide the captured
temporally-consecutive samples by capturing samples from
different pixels of an image sensor, the different pixels having
an exposure times that end on different frames by, for each
frame, capturing samples in respective pixels having an expo-
sure time that ends on that frame while other samples in other
pixels that are not captured continue to expose during at least
a subsequent frame.

20. The apparatus of claim 16, wherein the fourth circuit is
configured and arranged to compare the groups of synthetic
samples by comparing an intensity of a first group of synthetic
samples including a first pixel and at least two pixels imme-
diately adjacent the first pixel, with an intensity of a second
group of synthetic samples including a second pixel and at
least two pixels immediately adjacent the second pixel.

#* #* #* #* #*
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