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1
DYNAMIC ERROR HANDLING FOR
ON-CHIP MEMORY STRUCTURES

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

This invention was made with government support under
1016262 awarded by the National Science Foundation. The
government has certain rights in the invention.

BACKGROUND OF THE INVENTION

The present invention relates to architectures for integrated
circuits, and, in particular, to improved methods and appara-
tuses providing reliable and power conserving, low-voltage
operation of memory structures.

Current computer architectures employ various types of
memory structures, such as caches and static random access
memories (SRAM); scratchpad memories, or high-speed
internal memories used for temporary storage of calculations,
data, and other work in progress; dynamic random access
memories (DRAM); physical register files (PRF); branch
target buffers (BTB); translation look-aside buffers (TLB);
re-order buffers (ROB); instruction queues (IQ); load/store
queues (LSQ); and so forth. These memory structures serve a
variety of functions, including providing high speed local
storage for processing elements that may help overcome rela-
tively slower access speeds from other memory structures.
Successful operation of the these memory structures takes
advantage of the ability to predict likely future use of data by
the processing element so that data required by the processing
element may be pre-stored or retained in the memory struc-
tures to be quickly available when that data is needed.

Often multiple hierarchical memory structures are used
with the smallest and fastest memory structure operating in
coordination with successively larger and slower memory
structures. For example, with respect to caches, a smaller and
faster Level 1 (LL1) cache may typically operate in coordina-
tion with successive larger and slower Level 2 (L.2) and Level
3 (L3) caches or a Last Level Cache (LLC). Multiple levels of
memory structures allow a flexible trade-oft between speed of
data access and the likelihood that the requested data will be
in the memory structure. Memory structures are often man-
aged by memory controllers which determine which portions
of the memory should be ejected when new data is required.

With increased circuit density in integrated circuits, power
efficiency has become a design priority for high performance
and low-power processors and processing elements. The
maximum speed of high-performance processors is often lim-
ited by problems of power dissipation which may be
addressed by improving energy efficiency. For low-power
processors, energy efficiency increases the operating time of
the processor when operating on as battery power source.

An effective technique to increase processor efficiency is
Dynamic Voltage and Frequency Scaling (DVFS) in which
the processor voltage and processor clock speed are reduced
at times of low processing demand. Reducing the processor
voltage and frequency significantly lowers dynamic and static
power consumption of transistors.

The minimum voltage (Vmin or V ;) that may be used
with DVFS for memory structures is determined by the lowest
voltage at which the transistor circuitry of the memory cells of
the memory structure may maintain their logical state. Vmin
may be reduced by increasing the size of the transistors in the
memory cells of the memory structures. This makes the tran-
sistors less sensitive to mismatches induced by process varia-
tions such as random dopant fluctuations (RDF) and line edge
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roughness (LER) limits. Increasing the size of these transis-
tors, however, is undesirable because memory structures typi-
cally occupy significant physical areas on integrated circuits.
Certain improvements are described in U.S. patent appli-
cation Ser. No. 13/271,771, titled “Energy Efficient Processor
Having Heterogeneous Cache,” the contents of which are
hereby incorporated by reference in its entirety. There is a
continuing need for greater performance in such memory
structures while simultaneous achieving power efficiency.

SUMMARY OF THE INVENTION

The present invention provides an improved on-chip
memory structure that controls the activation of error han-
dling bits as a function of operating voltage. In this way, error
correction can be used to offset errors only when the memory
structure is run at low voltage (and frequency). Consequently,
negative performance impacts for evaluating error handling
bits, such as additional access latencies, are avoided when the
memory operates at higher voltage (and frequency) and
memory errors are less likely.

In some embodiments, increased latencies due to evaluat-
ing error handling bits, such as correcting code (ECC) bits,
redundant or backup memory bits, etc., may be hidden by
reading digital data bits from memory structures specula-
tively and assuming no errors. Subsequently, in the back-
ground, the error handling bits may be evaluated for presence
of errors in the digital data bits.

In some embodiments, certain portions of the memory
structure may have larger cells, and therefore larger areas,
than other portions. This, in turn, may provide not only higher
reliability at low operating voltages, but also faster operation
with reduced latency. As a result, for workloads or threads of
execution not requiring as much resources or capacity, but
preferring reduced access latency or cycle times at high volt-
age/frequency, the larger portions can be activated while the
smaller portions are deactivated to improve performance.

Memory structures may include, for example, such as
caches and static random access memories (SRAM); scratch-
pad memories, or high-speed internal memories used for tem-
porary storage of calculations, data, and other work in
progress; dynamic random access memories (DRAM); physi-
cal register files (PRF); branch target butfers (BTB); transla-
tion look-aside buffers (TLB); re-order buffers (ROB);
instruction queues (IQ); load/store queues (L.SQ); and so
forth.

Accordingly, the invention may provide a memory system
comprising a series of addressable transistor memory cells
holding digital data when powered by an operating voltage.
The addressable transistor memory cells may be grouped into
at least two portions. Each portion may be adapted for storing
digital data bits and error handling bits for evaluating pres-
ence of errors in the digital data bits of the respective portion.
Error handling bits are evaluated for presence of errors in
digital data bits of a respective portion when there is a reduc-
tion in operating voltage, and the error handling bits are not
evaluated for presence of errors in the digital data bits in the
respective portion when there is not a reduction in operating
voltage.

It is thus a feature of at least one embodiment of the inven-
tion to correlate evaluation of error handling data with oper-
ating voltage, such that memory performance and data integ-
rity may be optimized.

The portions may provide different architectures having
different predetermined susceptibility to errors as a function
of operating voltage, whereby individual portions may be
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deactivated or activated with changes in operating voltage
according to the predetermined susceptibility to errors as a
function of operating voltage.

It is thus a feature of at least one embodiment of the inven-
tion to vary the architecture of the memory structure to allow
lower voltage operation of at least a portion of the memory
structure and thereby rendering a flexible trade-off between
memory capacity and the ability to conserve power.

The portions having lower susceptibility to errors as a
function of operating voltage may store greater amounts of
error handling bits than portions having higher susceptibility
to errors as a function of operating voltage.

It is thus a feature of at least one embodiment of the inven-
tion to vary the level of error handling in portions to provide
flexibility between performance and reliability. Portions hav-
ing lower susceptibility to errors as a function of operating
voltage may be deemed more robust than other portions by
their storing greater amounts of error handling bits than the
other portions.

The transistor memory cells of the different portions may
differ according to area of the integrated circuit associated
with transistors of each memory cell, with the portions having
a greater area being less susceptible to errors as operating
voltage decreases than portions having a lesser area.

It is thus a feature of at least one embodiment of the inven-
tion to also provide variation in memory architectures by
varying the amount of circuit area devoted to each memory
cell. Generally, the additional area required for some memory
cells to be larger may be more than offset by the ability to
make area devoted to other memory cells smaller, which is
possible because those latter memory cells need not operate at
homogeneously low voltages.

Corresponding individual transistors of the memory cells
of different portions may have different sizes of transistor
area.

It is thus a feature of at least one embodiment of the inven-
tion to provide a simple method of varying the architecture by
scaling the size of the memory cells among the different
portions.

Another embodiment may provide an integrated circuit
comprising a memory structure providing multiple indepen-
dently controlled groups of memory cells, wherein the groups
of memory cells are adapted to store digital data bits and error
handling bits for evaluating presence of errors in the digital
data hits of the respective group; and a memory controller
communicating with the memory structure to: (a) monitor an
operating state of the integrated circuit to deduce an operating
voltage; and (b) evaluate the error handling bits for presence
of errors in the digital data bits of the respective groups when
there is a reduction in operating voltage, and not evaluate the
error handling bits for presence of errors in the digital data
bits of the respective group when there is not a reduction in
operating voltage.

Another embodiment may provide an integrated circuit
comprising a processor and a memory structure operable to
communicate with the processor, wherein the memory struc-
ture includes multiple groups of memory cells, wherein the
memory cells of the groups differ according to area of the
integrated circuit associated with transistors of each memory
cell with groups having a greater area being accessible with
less latency than groups having a lesser area. The integrated
circuit may execute a program stored in a non-transient
medium on the processor to: (a) selectively deactivate a group
of memory cells with a lesser area of the integrated circuit
than another group of memory cells; and (b) prioritize a first
thread of execution over a second thread of execution,
wherein the first thread of execution is optimized for
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decreased latency with respect to the second thread of execu-
tion, and the second thread of execution is optimized for
increased memory capacity with respect to the first thread of
execution.

These particular features and advantages may apply to only
some embodiments falling within the claims and thus do not
define the scope of the invention.

BRIEF DESCRIPTION OF THE FIGURES

Various exemplary embodiments of the subject matter dis-
closed herein are illustrated in the accompanying drawings in
which like reference numerals represent like parts through-
out, and in which:

FIG. 1 is a simplified block diagram of a circuit element
having a processor, memory controller and multilevel
memory structure in accordance with an embodiment of the
present invention;

FIG. 2 is a detailed diagram of an exemplar memory struc-
ture, a last level cache (LLC) of FIG. 1, divided into portions
or ways associated with different minimum operating volt-
ages further showing the hierarchical data structures forming
the LL.C and variations in the area of the transistors forming
memory cells for different ways;

FIG. 3 is a graph of changes in operating voltage showing
corresponding changes in memory capacity in accordance
with an embodiment of the present invention;

FIG. 4 is a fragmentary diagram of multilevel cache similar
to that of FIG. 2 showing intra-cache transfer of dirty cache
data;

FIG. 5 is a diagram similar to that of FIGS. 2 and 4 showing
an alternative cache architecture in which different numbers
of error correcting bits are associated with each memory cell
of the different ways;

FIG. 6 is a figure similar to that of FIG. 5 showing alterna-
tive cache architecture in which different numbers of redun-
dant memory cells are provided for each memory cell of the
different ways;

FIG. 7 is a flowchart of a method activating and deactivat-
ing entries in accordance with an embodiment of the present
invention;

FIG. 8 is a detailed diagram of another memory structure,
such as a scratchpad memory, PRF, BTB, TLB, ROB, 1Q, or
LSQ, divided into portions or entries associated with different
minimum operating voltages further showing the hierarchical
data structures forming the memory structure and possible
variations in the area of the transistors forming memory cells
for different entries;

FIG. 9 is a graph of changes in operating voltage showing
corresponding changes in utilization of error handling bits in
a heterogeneous memory structure utilization in accordance
with an embodiment of the present invention;

FIG. 10 is an alternative graph of changes in operating
voltage showing corresponding changes in utilization of error
handling bits in memory structure utilization in accordance
with an embodiment of the present invention;

FIG. 11 is a flowchart of an algorithm for prioritizing
workloads or threads in accordance with an embodiment of
the present invention;

FIG. 12 is a flowchart of an algorithm tier speculatively
processing digital data bits in accordance with an embodi-
ment of the present invention; and

FIG. 13 is an alternative block diagram of a computer
architecture employing various types of memory structures,
including multilevel caches, scratchpad memory, PRF, BTB,
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TLB, ROB, 1Q, and LSQ, employing techniques in accor-
dance with an embodiment of the present invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

In an exemplar embodiment, referring now to FIG. 1, an
integrated circuit element 10, for example, a core of a micro-
processor or a freestanding microprocessor, may include a
processor element 12 with memory structures such as a PRF,
BTB, TLB, ROB, 1Q, and L.SQ. The processor element 12
may communicate with other memory structures and control-
lers, such as a scratchpad memory 13 and a cache controller
14 with an L1 cache 16a, an 1.2 cache 165, and 1.3 cache 16¢.

Each cache 16 may include a data portion 18 and tag
portion 20 as is generally understood in the art, and operating
under the control of the cache controller 14, may load data
from a main memory 22 together with a tag address identify-
ing the source address of that loaded data in the main memory
22, and may provide that loaded data to the processor element
12 in response to instructions reading the main memory 22 at
the particular source address. The caches 16 may further
receive modifications of the loaded data from the processor
element 12 and may store that data back to the main memory
22 under control of the cache controller 14. In these respects,
the cache controller 14 may operate in a conventional manner
as is understood in the art.

The integrated circuit element 10 may include input lines
for operating voltage 24 and ground 26, these lines together
providing power to the circuitry of the integrated circuit ele-
ment 10. The integrated circuit element 10 may also receive a
clock signal 28 permitting synchronous operation of various
elements of the integrated circuit element 10 as is understood
in the art.

The operating voltage 24 and the clock signal 28 may be
provided by a dynamic voltage frequency scaling (DVEFS)
circuit 30 monitoring operation of the integrated circuit ele-
ment 10 and possibly other similar elements of a larger inte-
grated circuit, to change the level of the operating voltage 24
and the frequency of the clock signal 28 according to the
operating conditions of the integrated circuit 10 and the other
similar elements. In particular the DVFS circuit 30 may moni-
tor use of the integrated circuit element 10, for example, with
respect to queued instructions or its operating temperature, to
raise or lower the operating voltage 24 and the frequency of
the clock signal 28 at times when the integrated circuit ele-
ment 10 is busy oridle or is below or has reached an operating
temperature limit, The DVFS circuit 30 may provide for a
communication line 32 communicating with the cache con-
troller 14 for indicating changes in the operating voltage 24 or
clock signal 28, or the cache controller 14 may receive the
operating voltage 24 and clock signal 28 directly and monitor
them to deduce changes accordingly.

In accordance with an embodiment, one of the memory
structures, such as one of the caches 16, and preferably the
largest cache 16¢ (typically the last-level cache, or LL.C), may
be constructed with a heterogeneous architecture in which
memory cells 34 (for example, each storing a single bit in the
cache memory) are grouped into multiple ways 36. Because
the LLC cache 16 normally has the greatest number of
memory cells of the caches, the invention may provide the
greatest impact with this cache, however the invention may
also be implemented in other memory structures.

Each way 36 will thus hold multiple memory cells 34 that
may be activated and deactivated as a group by the cache
controller 14. The deactivation of a way 36 substantially
removes all operating power from the memory cells 34 of that
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6

way 36 so that they lose state information (lose stored infor-
mation) and cease consuming substantial power. When a
given way 36 is deactivated, addressing for reading and writ-
ing of the remaining memory cells 34 of the ways 36 that have
not been deactivated continues to operate as normal. Impor-
tantly, the grouping of memory cells 34 into ways 36 (defined
by the ability to activate or deactivate all memory cells 34 in
a way 36 at once) is consistent among different integrated
circuit elements 10 to provide deterministic performance
behavior for all such integrated circuit elements 10.

Each of the memory cells 34 may be composed of multiple
transistors receiving the operating voltage 24 to provide
power and biasing to the transistors together with control
lines, such as word lines, or bit lines, which are used for
transferring data. During normal operation of the memory
cells 34 the operating voltage 24 will typically be constant
and the word lines and bit lines controlled and read in order to
read and write data.

Referring now to FIG. 2, an example LL.C cache 16¢ may
provide for four different ways 364-364 shown as columns
spanning multiple rows 40 of memory cells 34. Generally
each row 40 within each way 36 will provide storage space for
multiple cache lines 42. The cache lines may each be com-
posed of multiple computer words 44 which are in turn com-
posed of multiple digital data bits 48. Each bit will comprise
one memory cell 34.

The memory cells 34 in each of the different ways 36 may
be associated with different circuits using different amounts
of integrated circuit area in the integrated circuit element 10.
in the example of FIG. 2, the sum 50qa of the areas of the
transistors associated with each memory cell 34 for way 36a
are larger than a sum 505 of the areas of the transistors
associated with each memory cells 34 for way 365, which in
turn are larger than the sum 50¢ of the areas of the transistors
associated with each memory cell 34 for way 36¢, which in
turn are larger than the sum 504 of the areas of the transistors
associated with each memory cell 34 for way 364.

By changing the areas 50 among the ways 36, the minimum
operating voltage 52 (Vp5,m) of the memory cells 34 of
each of the ways 364-364 may be varied in a predetermined
manner to be lowest for memory cells 34 associated with way
36a and successively higher for memory cells 34 associated,
with successive ways of 365-364. This increase in minimum
operating voltage V5.0 results from differences in the
areas of the transistors of memory cells 34 where larger areas
make them less sensitive to mismatches induced by process
variations. As noted above, the minimum operating voltage
V ppnay defines how low the operating voltage 24 can be for
the memory cells 34 without loss of state information.

Generally the area of the transistor may be any consistent
measurement of transistor geometry and will typically be the
overlap between the gate and other transistor components for
field effect type transistors.

Referring now to FIG. 3, the cache controller 14 may
monitor the operating voltage 24 over time to selectively
activate and deactivate the different ways 365-d as a function
of the operating voltage 24. Thus, in a first time period 54a
where the operating voltage 24 is above the minimum oper-
ating voltages 52 for all ways 36a-36d (shown in FIG. 2), all
of'the ways 36a-364 will be activated for loading and storing
of data. As the operating voltage 24 drops progressively
below minimum operating voltages 52 for additional indi-
vidual ways 36 in time periods 545-54d, those ways 36 whose
minimum operative voltage is greater than the current oper-
ating voltage 24 will be deactivated starting with way 364 and
progressing through way 365 until all but way 36aq is deacti-
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vated. This process of the activation may be reversed, for
example in time periods 544 and 54e as the voltage 24 rises to
reactivate individual ways 36.

The present inventors have determined that the perfor-
mance loss from deactivating ways 36 and thus effectively
decreasing the size of the associated cache 16 is substantially
offset at lower voltages (where such deactivation will occur)
because of lowered frequency of the clock signal 28 of the
processor (necessary to match the decreased switching speed
of transistors at lower voltages) placing less of a premium on
fast access to the main memory 22 and thus permitting a
greater number of cache misses with reduced effective pen-
alty for the cache misses.

The use of a heterogeneous cache 16 permits a flexible
trade-off between the degree to which the operating voltage
24 may be decreased and loss of performance. The heteroge-
neous cache 16 even though it employs larger transistors for
some ways 36 (e.g. way 36a), may nevertheless reduce total
cache area by allowing a reduction in the area of the memory
cells 34 for some of the other ways 36 (e.g. way 364) whose
areas would have to be larger if a uniform value V. were
enforced for each way 36. As a result, the cache 16 according
to the present invention may be comparable in total area on
the integrated circuit element 10 to caches in similar
machines having higher minimum voltage.

Referring now to FIG. 4, when the cache controller 14
deactivates a given way 36, for example, indicated by the
cross 56 on way 364, it should evaluate the state of the given
cache lines 42a and 426 associated with that way 36d. Cache
lines 425 that are “clean” meaning that they have not been
modified by the processor element 12 after being loaded from
the main memory 22, may be simply deactivated and any state
data lost.

Cache lines 42a that are “dirty”, meaning that they hold
modified data thathas been changed by the processor element
12 after having been received from the main memory 22,
cannot be deactivated without loss of data that would affect
the execution state of the integrated circuit element 10.
Accordingly, the cache controller 14 must preserve this data.

In a simplest embodiment, the cache controller 14 may
write data of dirty cache lines 42a back to main memory 22
using normal cache control techniques.

Alternatively, the dirty cache lines 42a may be transferred
via intra-cache transfer 60 to a clean cache line 42¢ in a
different way 36a that is not being deactivated. In one
embodiment, the cache controller 14 may select a cache line
42cto receive the data of the dirty cache line 424 according to
how recently data was loaded into the cache line 42¢ from the
main memory 22 indicated schematically by numbers 62
associated with each cache line 42. In this example, the cache
controller 14 moves the dirty data from cache line 425 (in a
way 36d to be deactivated) into the clean cache line 42¢
associated with a way 36a that is not being deactivated and
that currently has the oldest stored data. This approach greatly
reduces the power and resources necessary for transfer of data
from the deactivated cache lines 42a.

After deactivation or reactivation of a way 36, the cache
controller 14 may compensate for the change in the capacity
of the cache 16 by changing stored value indicating cache
capacity and available cache lines using techniques well
understood in the art in current cache controller technology.

Referring now to FIG. 5, a division of the cache 16 into
multiple ways 36 having rankable differences in minimum
operating voltages V 5, and thus their response to lower-
ing of the operating voltage 24, need not change the physical
sizes of the transistors of the memory cells 34 but may instead
increase the area of the integrated circuit element 10 devoted
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to each memory cell 34 by associating additional transistors
with a given memory cell 34, wherein the number of addi-
tional associated transistors changes according to the particu-
lar way 36. Thus, for example, a cache line 42 in way 364 may
include memory cells 34 associated with multiple error cor-
recting bits 66 (four shown, in this simplified example) which
may serve to correct for errors those memory cells 34 as
voltage is reduced providing the corresponding cache line
with a lower value of V., The memory of the error
correcting bits 66 and associated circuitry contribute to the
effective area of the memory cells 34 according to the area of
the error correcting circuitry divided by the number of
memory cells 34 for which it provides error correction. The
error correcting bits 66 thus effectively increase the area of
the integrated circuit element 10 supporting each memory
cell to provide greater robustness against low voltage memory
loss.

Continuing with this example, cache line 42 for way 365
may be associated with fewer (e.g. three) error correcting bits
and cache line 42 associated with way 36¢ may be associated
with two error correcting bits 66 and cache line 42 associated
with way 36d may be associated with one error correcting bit
66, it will be understood that these numbers of bits are shown
for explanation only and that the invention is not bound to a
particular number of error correcting or detecting bits pro-
vided that a difference in the memory cells 34 for different
ways 36 in response to lowering voltage 24 may be affected.
It will also be understood that various error handling tech-
niques may be provided, alone or in combination, such as
error correcting codes (FCC), cyclic redundancy checks
(CRC), checksums, parity, repetition, redundancy and/or
cryptographic hash functions.

Referring now to FIG. 6, in an alternative embodiment,
different numbers of redundant memory components 67 may
be associated with the cache lines 42 of each way 36. The
redundant memory components 67 may be single bits 48 of
the cache line 42 or individual computer words 44 of the
cache line 42 or even individual memory cells 34 or transis-
tors of a multi transistor memory cell 34 representing a single
bit 48. Importantly, the redundant memory components 67
can be substituted or rewired for corresponding components
67' of the cache line 42 (by setting fuses or the like).

During manufacture, the cache lines 42 of each way 36 are
tested to the desired voltage (e.g., lower voltages for way 36a
than for way 364d) and components 67' of the tested cache
lines 42 that cannot perform at the desired voltage are iden-
tified. These underperforming components 67" are then
replaced by particular redundant components 67 that have
been identified as performing at the desired voltage. Gener-
ally, components 67 that will perform at lower relative volt-
ages under normal manufacturing variations will be less com-
mon than components 67 that will perform at higher relative
voltages. Further, underperforming components 67' will be
more common at lower voltages. Accordingly access to more
components 67 is provided to the ways 36 that must operate at
lower voltages.

Thus, in way 36a, for example, one component 67 may be
replaced by any of four other redundant components 67,
whereas the components 67' in the ways 365, 36¢, and 364,
may be replaced by only three two and one redundant com-
ponents 67 respectively. In this case, heterogeneous structure
is a result of the associations of different numbers of redun-
dant components 67 with the cache lines 42 of each way 36.

In one embodiment, the redundant components 67 indi-
vidually may be of equal size in each of the ways 36a-36d and
of equal size to the replaced components 67. In different
embodiments, however, the redundant components 67 may be
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slightly Larger or smaller than the components they replace to
increase or decrease the chance that they may serve as
replacement components for a given voltage. In addition, the
area of the individual redundant components 67 may be var-
ied according to the ways 36 in some embodiments. In one
embodiment, the redundant components 67 may be selected
by any of the ways 36 from a common pool shared by all of the
ways 36. The redundant components 67 may then be charac-
terized with respect to voltage and those operating at the
lowest voltage levels allocated as needed to the ways 36
operating at the lowest voltage.

It will be understood that, while certain embodiments con-
template that multiple memory cells 34 may be activated and
deactivated by the cache controller 14 as a group defined by
ways 36 which are represented by columns, the cache con-
troller 14 may alternatively activate and deactivate memory
cells 34 according to rows. As before, deactivation of a row
substantially removes all operating power from the memory
cells 34 of that way 36 so that they lose state information (lose
stored information) and cease consuming substantial power.

Referring now to FIG. 7, embodiments may follows a
methodology that begins with the preparation of area differ-
entiated cache structures with error susceptibility ranking of
the different portions of the area differentiated cache structure
as indicated by process block 70. This cache structure may be
produced by any of the techniques described with respect to
FIGS. 2, 5 and 6 in which each way 36 is associated with a
minimum operating voltage threshold V ,,, - of the operat-
ing voltage 24. Different portions of the cache structure hav-
ing different rankings may be individually activated or deac-
tivated, for example, using a common control line for the
portion.

At process block 72, an error parameter is sensed, for
example the value of the operating voltage 24, the frequency
of the clock signal 28, temperature, detected errors or other
proxies for reduced voltage which will be used to control the
activation and deactivation of the portions of the cache struc-
ture.

At process block 74, based on the sensed error parameter,
different ways 36 may be switched in or out of the cache 16
according to the ranking and based on the sensed error param-
eter.

While the above described embodiments contemplates that
multiple memory cells 34 may be activated and deactivated
by the cache controller 14 as a group defined by ways 36
which are represented by columns it will be understood that
the cache controller 14 may alternatively activate and deac-
tivate memory cells 34 according to rows. As before, deacti-
vation of a row substantially removes all operating power
from the memory cells 34 of that way 36 so that they lose state
information (lose stored information) and cease consuming
substantial power.

Referring now to FIG. 8, another of the memory structures,
such as a scratchpad memory, PRF, BTB, TLB, ROB, 1Q, or
LSQ, may provide, for example, four different portions,
groups or entries 80a-804 shown as multiple rows 82 of
memory cells 84. Generally each row 82 within each portion
80 will provide storage space for multiple data blocks. The
data blocks may each be composed of multiple computer
words which are in turn composed of multiple digital data
bits. Each bit will comprise one memory cell 84.

The memory cells 84 in each of the different portions 80
may be associated with different circuits using different
amounts of integrated circuit area in the integrated circuit
element 10. Referring again to FIG. 2, the sum 86a of the
areas of the transistors associated with each memory cell 84
for portion 80a will be larger than a sum 865 of the areas of the
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transistors associated with each memory cells 84 for portion
804, which in turn will be larger than the sum 86c¢ of the areas
of the transistors associated with each memory cell 84 for
portion 80c, which in turn will be larger than the sum 864 of
the areas of the transistors associated with each memory cell
84 for portion 80d.

By changing the areas 86 among the portions 80, the mini-
mum operating voltage 52 (V ppa,m) of the memory cells 84
of each of the portions 80a-804 may be varied in a predeter-
mined manner to be lowest for memory cells 84 associated
with portion 80« and successively higher for memory cells 84
associated with successive portions of 805-804. This increase
in minimum operating voltage V5,7 results from difter-
ences in the areas of the transistors of memory cells 84 where
larger areas make them less sensitive to mismatches induced
by process variations. As noted above, the minimum operat-
ing voltage V 5, - defines how low the operating voltage 24
can be for the memory cells 84 without loss of state informa-
tion.

Generally the area of the transistor may be any consistent
measurement of transistor geometry and will typically be the
overlap between the gate and other transistor components for
field effect type transistors.

However, a division of the memory structure into multiple
portions 80 having rankable differences in minimum operat-
ing voltages V 7 and thus their response to lowering of
the operating voltage 24, need not change the physical sizes of
the transistors of the memory cells 84 but may instead
increase the area of the integrated circuit element 10 devoted
to each memory cell 84 by associating additional transistors
with a given memory cell 84, wherein the number of addi-
tional associated transistors changes according to the particu-
lar entry 80. Thus, for example, a portion 80a may include
memory cells associated with multiple error handling bits 94
in error handling rows 90a (three shown for portions 80a, in
this simplified example) which may serve to correct for errors
those memory cells 84 in rows 82 as voltage is reduced
providing the corresponding rows with a lower value of
Vpoaman- The memory of the error handling rows 90 and
associated circuitry contribute to the effective area of the
memory cells 84 according to the area of the error handling
circuitry divided by the number of memory cells 84 for which
it provides error correction. The error handling bits 94 thus
effectively increase the area of the integrated circuit element
10 supporting each memory cell to provide greater robustness
against low voltage memory loss.

Continuing with this example, portion 805 may be associ-
ated with fewer (e.g. two) error handling rows 904, portion
80¢ may be associated with even fewer (e.g. one) error han-
dling rows 90c¢, and portion 804 may be associated with no
error correcting rows. It will be understood that these num-
bers of rows and bits are shown for explanation only and that
the invention is not bound to a particular number of error
correcting or detecting bits provided that a difference in the
memory cells 84 for different portions 80 in response to
lowering voltage 24 may be affected.

In an alternative embodiment, similar to that described
above with respect to FIG. 6, different numbers of redundant
memory components 94' may be associated with the rows 82
of each portion 80. The redundant memory components 94
may be single bits of the error correcting rows 90. Impor-
tantly, the redundant memory components 94' can be substi-
tuted or rewired for corresponding components 94' of the
rows 82 (such as by setting fuses or the like).

Accordingly, the error handling bits 94 may be evaluated
by a memory controller or the processor for determining the
presence (or absence) of errors in the digital data bits or
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memory cells 84 of the respective portion using any of the
techniques described above (e.g., ECC bits, CRC, checksum,
parity, repetition, redundancy (such as via backup memory
bits) and/or hash).

Referring now to FIG. 9, a memory controller may monitor
the operating voltage 24 over time to selectively evaluate or
not evaluate error handling bits based on changes in the oper-
ating voltage 24. In a first time period 96a where the operating
voltage 24 is operating at a first level 98a, above the minimum
operating voltages 98b-d for all portions 80a-d, all of the
portions 80a-d will be activated for loading and storing of
data. However, the error handling bits 94 in the error handling
rows 90a-c will not be evaluated for determining the presence
of errors in the respective digital data bits. This advanta-
geously allows the memory structure to operate with the least
latency and highest performance by not accessing and/or
evaluating the error handling bits 94 in the error handling
rows 90a-c while the operating voltage is in a state which
ensures the least susceptibility to errors.

Next, in a second time period 965 where the operating
voltage 24 is at a second level 985, below the first level 98a
(shown in FIG. 9), the portion 804 may be deactivated while
the portions 80a-c may still be reliably activated for loading
and storing of data. This may be achieved by allowing the
error handling bits 94 in the error handling rows 90a-c to now
be evaluated for the presence of errors. Although some per-
formance may be impacted by evaluation of the error han-
dling rows 90a-c, the portions 80a-c may remain operational
at the reduced operating voltage at the second level 985.

However, not all of the error handling rows 90a-c need to
be activated. For example, in portions 80a and 805, only a first
part of the error handling rows 90a' and 905 are activated,
respectively.

Next, in a third time period 96¢ where the operating voltage
24 is at a third level 98¢, below the first and second levels
98a-b (shown in FIG. 8), the portion 80c, whose minimum
operative voltage is greater than the current operating voltage
24, will also be deactivated. However, the portions 80a-b may
enable more error handling rows 90a" and 905" and thereby
continue to be active for loading and storing of data. Once
again, some performance may be impacted by evaluation of
the error handling rows 90a-b. However, portions 80a-b may
advantageously remain operational at the reduced operating
voltage at the third level 98c.

Next, in a fourth time period 964 where the operating
voltage 24 is at a fourth level 984, below the first, second and
third levels 98a-c, the portions 805-d, whose minimum opera-
tive voltages are greater than the current operating voltage 24,
will be deactivated. However, the portion 80a may enable
more error handling rows 904" and thereby continue to be
active for loading and storing of data.

The example described above with respect to FIG. 8 may
be reversed and/or occur in various orders and at varying
times.

Referring now to FIG. 10, in another embodiment, a
memory controller may monitor the operating voltage 24 over
time to selectively evaluate or not evaluate error handling bits
based on changes in the operating voltage 24. Here, different
portions 100a-c (three shown for simplicity) in a memory
structure each store digital data bits, in addition to error
handling bits in error handling rows 102a-c, in each respec-
tive portion 100. The error handling bits in error handling
rows 102a-c¢ may be evaluated by the memory controller or
the processor for determining presence (or absence) of errors
in the cache data of the respective way using any of the
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techniques described above (e.g., ECC bits, CRC, checksum,
parity, repetition, redundancy (such as via backup memory
bits) and/or hash).

In a first time period 106a where the operating voltage 24
is operating at a first level 1084, above the minimum operat-
ing voltages 1085-d for all portions 100a-c, all of the portions
100a-¢ will be activated for loading and storing of data.
However, the error handling rows 102a-¢ will not be evalu-
ated for determining the presence of errors in the cache data.
This advantageously allows the memory structure to operate
with the least latency and highest performance by not access-
ing and/or evaluating the error handling data 94a-c while the
operating voltage is in a state which ensures the least suscep-
tibility to errors.

Next, in a second time period 1065 where the operating
voltage 24 is at a second level 1085, below the first level 108a,
all of the portions 100a-c may still be reliably activated for
loading and storing of data. This may be achieved by allowing
the error handling rows 102a-c to now be evaluated for the
presence of errors, and in particular, parts of the error han-
dling rows 1024', 1025' and 102¢'. Although some perfor-
mance may now be impacted by evaluation of the error han-
dling rows 102a-c, all of the portions 100a-¢ may remain
operational at the reduced operating voltage at the second
level 985.

Next, in a third time period 106¢ where the operating
voltage 24 is at a third level 108c, below the first and second
levels 108a-b, all of the portions 100a-c may still be activated
for loading and storing of data. This may be achieved by
enabling more error handling rows 102a", 1026" and 102¢".

Next, in a fourth time period 1064 where the operating
voltage 24 is at a fourth level 1084, below the first, second and
third levels 108a-c, all of the portions 100a-c may still be
activated for loading and storing of data. This may be
achieved by again enabling more error handling data 1024,
1025 and 102¢"™.

The example described above with respect to FIG. 9 may
also be reversed and/or occur in various orders and at varying
times.

It will be understood that the occurrence of errors, the
detection of errors and/or the handling of errors need not be
absolute, and that in alternative embodiments, an acceptable
level of errors, and a resulting level of error handling, may be
estimated and implemented. It will also be understood that
other embodiments may advantageously combine one or
more of the techniques as described above. For example, the
memory structure may also be implemented in which the
transistor memory cells of different portions differ according
to area of an integrated circuit associated with transistors of
each memory cell, and individual transistors of the memory
cells of different portions have different sizes of transistor
area. Such variations of techniques as described above will be
understood as being within the scope of the invention.

Referring now to FIG. 11, a flowchart of an algorithm for
prioritizing workloads or threads in accordance with an
embodiment of the present invention is provided. An exem-
plar integrated circuit may comprise a processor and a
memory structure operable to communicate with the proces-
sor, wherein the memory structure includes multiple groups
of memory cells, wherein the memory cells of the groups
differ according to area of the integrated circuit associated
with transistors of each memory cell with groups having a
greater area being accessible with less latency than groups
having a lesser area. In process block 110, the integrated
circuit may execute to evaluate multiple threads of execution
with respect to preferred access times or latencies and pre-
ferred resources or capacity requirements. It will be appreci-
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ated that certain threads of execution may improve greater
with lower latency than other threads, and may also require
fewer resources or less capacity, such as the number of bits in
a memory structure. Such threads may be evaluated and
ranked in this manner.

In process block 112, the integrated circuit may execute to
selectively deactivate a group of memory cells with a lesser
area of the integrated circuit than another group of memory
cells. This may result, for example, in power savings by
deactivating certain groups, leaving the greater area groups
active and the lesser area groups inactive.

In process block 114, the integrated circuit may execute to
prioritize execution of threads as a function of decreased
latency and capacity as ranked above with respect to process
block 110. For example, a first thread of execution may be
prioritized over a second thread of execution and executed
accordingly, wherein the first thread of execution is optimized
for decreased latency with respect to the second thread of
execution, and the second thread of execution is optimized for
increased memory capacity with respect to the first thread of
execution.

Referring now to FIG. 12, a flowchart of an algorithm for
speculatively processing digital data bits in accordance with
an embodiment of the present invention is provided. An
exemplar integrated circuit may comprise a processor and a
memory structure operable to communicate with the proces-
sor, wherein a group of memory cells is adapted to store
digital data bits and error handling bits for evaluating the
presence of errors in the digital data bits of the respective
group. In process block 120, the integrated circuit may
execute to read digital data bits from a group of memory cells
in the memory structure.

Next, in process block 122, the digital data bits stored in the
respective group may be speculatively executed or otherwise
processed. In process block 124, the integrated circuit may
execute to read error handling hits from the same respective
group of memory cells in the memory structure. In process
block 126, the error handling bits may be evaluated for the
presence of errors in the digital data bits in the respective
group. Finally, if an error is detected, in process block 128, an
optional error handling action may take place.

Referring now to FIG. 13, an alternative block diagram of
a computer architecture employing various types of memory
structures is provided in accordance with an embodiment of
the present invention. A multi-core integrated circuit element
140 comprises a first core 142 and a second core 144. Each
core includes a memory controller 146 in communication
with the various memory structures of each respective core
and optionally each other. The various memory structures of
each respective core in communication with the memory
controller may include, for example, a Level 1 Instruction
(IL1) cache 150, a Level 1 Data (DL1) cache 152, BTB 154,
TLB 156, LSQ 158, 1Q 160, ROB 162 and PRF 164. Fach of
these various memory structures may be divided into portions
and sized in accordance with the techniques described above
with respect to FIGS. 1-12. Each core also includes various
decoders 166, execution units 168 and other circuitry as
understood in the art.

In addition, the memory controller 146 may also be in
communication with other memory structures on the inte-
grated circuit element 140, such as a Level 2 (L.2) cache 170,
which may comprise SRAM cells and which may be a LL.C,
and a scratchpad memory 172, which may comprise DRAM
cells. These additional memory structures on the integrated
circuit element 140 may also be divided into portions and
sized in accordance with the techniques described above with
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respectto FIGS. 1-12. The integrated circuit element 140 may
load data from a main memory 176.

The integrated circuit element 10 may include input lines
for operating voltage 180 and ground 182, these lines together
providing power to the circuitry of the integrated circuit ele-
ment 140. The integrated circuit element 140 may also
receive a clock signal 184 permitting synchronous operation
of'various elements of the integrated circuit element 140 as is
understood in the art.

The operating voltage 180 and the clock signal 184 may be
provided by a dynamic voltage frequency scaling (DVFS)
circuit 186 monitoring operation of the integrated circuit
element 140 and possibly other similar elements of a larger
integrated circuit, to change the level of the operating voltage
180 and the frequency of the clock signal 184 according to the
operating conditions of the integrated, circuit 140 and the
other similar elements. In particular the DVFS circuit 186
may monitor use of the integrated circuit element 140, for
example, with respect to queued instructions or its operating
temperature, to raise or lower the operating voltage 180 and
the frequency of the clock signal 184 at times when one or
more cores of the integrated circuit element 140 are busy or
idle or is below or has reached an operating temperature limit.
The DVFS circuit 186 may provide for a communication line
188 communicating with the memory controllers 146 of the
respective cores 142 and 144 for indicating changes in the
operating voltage 180 or clock signal 184, or the memory
controllers 146 may receive the operating voltage 180 and
clock signal 184 directly and monitor them to deduce changes
accordingly.

Accordingly, at least one of the memory structures, such as
11 cache 150, DL.1 cache 152, BTB 154, TLB 156, L.SQ 158,
1Q 160, ROB 162, PRF 164, 1.2 cache 170 and/or scratchpad
memory 172, may be constructed with a heterogeneous archi-
tecture in which memory cells (for example, each storing a
single bit memory) are grouped into multiple portions. Using
the techniques described above with respect to FIGS. 1-12,
negative performance impacts for evaluating error handling
bits, such as additional access latencies, are avoided when the
memory operates at higher voltage (and frequency) and
memory errors are less likely. In addition, increased latencies
due to evaluating error handling bits, may be hidden by read-
ing digital data bits from the memory structures speculatively
and assuming no errors. Also, certain portions of the memory
structures may have larger cells, and therefore larger areas,
than other portions, which may provide not only higher reli-
ability at low operating voltages, but also faster operation
with reduced latency. As a result, for workloads or threads of
execution not requiring as much resources or capacity, but
preferring reduced access latency or cycle times at high volt-
age/frequency, the larger portions can be activated while the
smaller portions are deactivated to improve performance.

Certain terminology is used herein for purposes of refer-
ence only, and thus is not intended to be limiting. For
example, terms such as “upper”, “lower”, “above”, and
“below” refer to directions in the drawings to which reference
is made. Terms such as “front” “back”, “rear”, “bottom” and
“side”, describe the orientation of portions of the component
within a consistent but arbitrary frame of reference which is
made clear by reference to the text and the associated draw-
ings describing the component under discussion. Such termi-
nology may include the words specifically mentioned above,
derivatives thereof, and words of similar import. Similarly,
the terms “first”, “second” and other such numerical terms
referring to structures do not imply a sequence or order unless
clearly indicated by the context.
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When introducing elements or features of the present dis-
closure and the exemplary embodiments, the articles “a”,
“an”, “the” and “said” are intended to mean that there are one
or more of such elements or features. The terms “compris-
ing”, “including” and “having” are intended to be inclusive
and mean that there may be additional elements or features
other than those specifically noted. It is further to be under-
stood that the method steps, processes, and operations
described herein are not to be construed as necessarily requir-
ing their performance in the particular order discussed or
illustrated, unless specifically identified as an order of perfor-
mance. It is also to be understood that additional or alternative
steps may be employed.

References to “a processor” should be understood to
include not only a stand-alone processor, but a processing
core that may be one portion of a multicore processor. The
term “processor” should be flexibly interpreted to include a
central processing unit and a cache structure or the central
processing unit alone as context will require. Furthermore,
references to memory, unless otherwise specified, caninclude
one or more processor-readable and accessible memory ele-
ments and/or components that can be internal to the proces-
sor-controlled device, external to the processor-controlled
device, and can be accessed via a wired or wireless network.

The depiction of the circuit elements, for example, the
caches, should be understood to be a schematic and repre-
senting the logical construction of the elements rather than
their physical layout.

It is specifically intended that the present invention not be
limited to the embodiments and illustrations contained herein
and the claims should be understood to include modified
forms of those embodiments including portions of the
embodiments and combinations of elements of different
embodiments as come within the scope of the following
claims. All of the publications described herein, including
patents and non-patent publications are hereby incorporated
herein by reference in their entireties.

What is claimed is:

1. A memory system comprising a series of addressable
transistor memory cells holding digital data when powered by
an operating voltage, wherein

the addressable transistor memory cells are grouped into at

least two portions, each portion adapted for storing digi-
tal data bits and error handling bits for evaluating pres-
ence of errors in the digital data bits of the respective
portion, and

wherein the error handling bits are evaluated for presence

of errors in the digital data bits of a respective portion
when there is a reduction in operating voltage, and the
error handling bits are not evaluated for presence of
errors in the digital data bits in the respective portion
when there is not a reduction in operating voltage.

2. The memory system of claim 1, wherein the portions
provide different architectures having different predeter-
mined susceptibility to errors as a function of operating volt-
age, whereby individual portions may be deactivated or acti-
vated with changes in operating voltage according to the
predetermined susceptibility to errors as a function of oper-
ating voltage.

3. The memory system of claim 2, wherein portions having
lower susceptibility to errors as a function of operating volt-
age store greater amounts of error handling bits than portions
having higher susceptibility to errors as a function of operat-
ing voltage.

4. The memory system of claim 2, wherein the transistor
memory cells of each portion differ according to area of an
integrated circuit associated with transistors of each memory
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cell with the portions having a greater area being less suscep-
tible to errors as operating voltage decreases than memory
portions having lesser area.

5. The memory system of claim 4, wherein corresponding
individual transistors of the memory cells of each portion
have different sizes of transistor area.

6. The memory system of claim 5, wherein portions having
greater sizes of transistor area are accessible with less latency
than portions having lesser sizes of transistor area.

7. The memory system of claim 1, wherein the error han-
dling bits comprise error correcting code bits.

8. The memory system of claim 1, wherein the error han-
dling bits comprise redundant memory bits.

9. The memory system of claim 1, wherein the memory
cells are static random access memory cells.

10. An integrated circuit comprising:

a memory structure providing multiple independently con-
trolled groups of memory cells, wherein the groups of
memory cells are adapted to store digital data bits and
error handling bits for evaluating presence of errors in
the digital data bits of the respective group; and

a memory controller communicating with the memory
structure to:

(a) monitor an operating state of the integrated circuit to
determine an operating voltage; and

(b) evaluate the error handling bits for presence of errors in
the digital data bits of a respective group when there is a
reduction in operating voltage, and not evaluate the error
handling bits for presence of errors in the digital data bits
of the respective group when there is not a reduction in
operating voltage.

11. The integrated circuit of claim 10, wherein the groups
of memory cells have predetermined differing susceptibility
to errors as a function of operating voltage, and wherein the
memory controller communicates with the memory structure
to selectively activate and deactivate groups of memory cells
as a function of operating voltage according to the predeter-
mined differing susceptibility to errors as a function of oper-
ating voltage.

12. The integrated circuit of claim 11, wherein groups of
memory cells having lower susceptibility to errors as a func-
tion of operating voltage store greater amounts of error han-
dling bits than groups of memory cells having higher suscep-
tibility to errors as a function of operating voltage.

13. The integrated circuit of claim 11, wherein the memory
cells of the groups differ according to area of the integrated
circuit associated with transistors of each memory cell with
the groups having a greater area being less susceptible to
errors as operating voltage decreases then memory cells of
groups having lesser area.

14. The integrated circuit of claim 13, wherein correspond-
ing individual transistors of the memory cells of the groups
have different sizes of transistor area.

15. The integrated circuit of claim 10, wherein the error
handling bits are at least one of error correcting code bits and
redundant memory bits.

16. The integrated circuit of claim 10, wherein the memory
structure is at least one of a scratchpad random access
memory, a physical register file, an instruction queue and a
load/store queue.

17. An integrated circuit comprising a processor and a
memory structure operable to communicate with the proces-
sor, wherein the memory structure includes multiple indepen-
dently controlled groups of memory cells, wherein the groups
of memory cells differ according to amounts of integrated
circuit area associated with transistors of each memory cell
with groups having a greater area being accessible with less
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latency than groups having a lesser area, the integrated circuit
executing a program stored in a non-transient medium on the
processor to:

(a) selectively deactivate a group of memory cells with a
lesser amount of area than another group of memory
cells with greater amount of area, wherein the group of
memory cells with the greater amount of area provides
faster operation than the group of memory cells with the
lesser amount of area; and

(b) prioritize a first thread of the program for execution
over a second thread of the program for execution,
wherein the second thread of the program for execution
is determined to require less memory than the first thread
of the program for execution.

18. The integrated circuit of claim 17, wherein each group
of memory cells is adapted to store digital data bits and error
handling bits for evaluating presence of errors in the digital
data bits of the respective group, and wherein the integrated

5
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circuit executes to process digital data bits stored in a first
group of memory cells, then subsequently evaluate error han-
dling bits for presence of errors in the digital data bits of the
first group.

19. The integrated circuit of claim 17, wherein the groups
of memory cells provide different architectures having difter-
ent predetermined susceptibility to errors as a function of
operating voltage, whereby individual groups of memory
cells may be deactivated or activated with changes in operat-
ing voltage according to the predetermined susceptibility to
errors as a function of operating voltage.

20. The integrated circuit of claim 19, wherein portions
having lower susceptibility to errors as a function of operating
voltage store greater amounts of error handling bits than
portions having higher susceptibility to errors as a function of
operating voltage.
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