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1
RADIATOR LOCALIZATION

REFERENCE TO GOVERNMENT RIGHTS

This invention was made with government support under
1247583 awarded by the National Science Foundation. The
government has certain rights in the invention.

BACKGROUND

The rapid proliferation of wireless devices is leading to
exponential growth in data rates. At existing frequencies,
small-cell technology is being explored for meeting this
challenge by increasing the spatial re-use of the limited
spectrum. Higher frequencies above 6 gigahertz (GHz),
including millimeter-wave frequencies (30-300 GHz), are
also being explored for addressing the spectrum crunch.

Localization based on wireless channel signatures has a
wide range of applications. Wireless channel signatures
become richer and more informative at higher frequencies
and offer new possibilities for localization. Existing tech-
niques typically use information provided by a line-of-sight
(LoS) path, including an angle of arrival, a time difference
of arrival, or a received signal strength. However, LoS
propagation is not always guaranteed in a real world envi-
ronment.

SUMMARY

In an illustrative embodiment, a method of locating a
radiator is provided. A channel measurement vector is
defined that includes a signal value measured at each of a
plurality of antennas in response to a signal transmitted from
a radiator. (a) A cell covariance matrix of a first cell from a
plurality of cells defined for a region in which the radiator
is located is selected. (b) A likelihood value that the radiator
is located in the first cell is calculated using the selected cell
covariance matrix and the defined channel measurement
vector. (a) and (b) are repeated with each cell of the plurality
of cells as the first cell. A cell location of the radiator is
selected based on the calculated likelihood value for each
cell of the plurality of cells.

In another illustrative embodiment, a computer-readable
medium is provided having stored thereon computer-read-
able instructions that, when executed by a computing device,
cause the computing device to perform the method of
locating a radiator.

In yet another illustrative embodiment, a computing
device is provided. The system includes, but is not limited
to, a processor and a computer-readable medium operably
coupled to the processor. The computer-readable medium
has instructions stored thereon that, when executed by the
computing device, cause the computing device to perform
the method of locating a radiator.

Other principal features of the disclosed subject matter
will become apparent to those skilled in the art upon review
of the following drawings, the detailed description, and the
appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

Tlustrative embodiments of the disclosed subject matter
will hereafter be described referring to the accompanying
drawings, wherein like numerals denote like elements.

FIG. 1 depicts an ideal communication scenario in accor-
dance with an illustrative embodiment.
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FIG. 2 depicts a transmitter and a receiver in a scattering
environment in accordance with an illustrative embodiment.

FIG. 3 depicts a geometrical relationship between the
transmitter and the receiver in the scattering environment in
accordance with an illustrative embodiment.

FIG. 4 depicts additional geometrical relationships
between the transmitter and the receiver in the scattering
environment in accordance with an illustrative embodiment.

FIG. 5 depicts additional geometrical relationships
between a plurality of transmitters and the receiver in
accordance with an illustrative embodiment.

FIG. 6 depicts a sparse beamspace channel matrix in
accordance with an illustrative embodiment.

FIG. 7 depicts a block diagram of a receiver device in
accordance with an illustrative embodiment.

FIG. 8 depicts a flow diagram illustrating examples of
operations performed by a localization application of the
receiver device of FIG. 7 in accordance with an illustrative
embodiment.

FIGS. 9a, 95, 9¢, and 9d depicts channel sparsity masks
in accordance with an illustrative embodiment.

FIG. 10 depicts a flow diagram illustrating further
examples of operations performed by the localization appli-
cation of the receiver device of FIG. 7 in accordance with an
illustrative embodiment.

FIG. 11 depicts a spatial grid in accordance with an
illustrative embodiment.

FIG. 12 depicts a block diagram of a localization system
in accordance with an illustrative embodiment.

FIG. 13 depicts a block diagram of a data storage device
in accordance with an illustrative embodiment.

DETAILED DESCRIPTION

Referring to FIG. 1, in an ideal communication scenario,
there is a line-of-sight (L.oS) path between a transmitter 104
and a receiver 102 that represents clear spatial channel
characteristics. For example, a signal 100 transmitted by
transmitter 104 is radiated towards receiver 102 on the LoS
path. It should be understood that transmitter 104 may
include a transceiver that supports both the transmission and
the reception of electromagnetic waves. Similarly, receiver
102 may include a transceiver that supports both the trans-
mission and the reception of electromagnetic waves. Use of
the terms transmitter and receiver is to describe an example
function of each device.

In urban wireless systems, receiver 102, such as a base
station, may be located on a rooftop while transmitter 104,
such as a laptop, tablet, smartphone, etc., is located either
indoors, in a vehicle, or outdoors at street level distributed
from receiver 102. For example, referring to FIG. 2, trans-
mitter 104 and receiver 102 are depicted in a scattering
environment 200. Scattering environment 200 may be cre-
ated based on a first scatterer 2024 and a second scatterer
202b. Scattering environment may include any number,
distribution, and types of scatterers capable of reflecting
electromagnetic waves. Merely for illustration, first scatterer
202a represents vegetation, such as trees, and second scat-
terer 2025 represents manmade structures, such as buildings,
roads, bridges, vehicles, etc.

While a first portion 203 of signal 100 may be received by
receiver 102 on the LoS path, a second portion 204 of signal
100 may be radiated towards first scatterer 202a, and a third
portion 208 of signal 100 may be radiated towards second
scatterer 202b. First scatterer 202a may reflect a first portion
206 of second portion 204 of signal 100 towards receiver
102 that arrives at receiver 102 time delayed, attenuated,
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possibly Doppler shifted (e.g., first scatterer 2024 is mov-
ing), and at a different angle of arrival than the first portion
203 of signal 100. Second scatterer 2025 may reflect a first
portion 210 of third portion 208 of signal 100 towards
receiver 102 that also arrives at receiver 102 time delayed,
attenuated, possibly Doppler shifted (e.g., second scatterer
2025 is moving), and at a different angle of arrival than the
first portion 203 of signal 100. Doppler shifts may also be
caused by relative motion between transmitter 104 and
receiver 102 without the scatterers moving.

First portion 206 of second portion 204 of signal 100 and
first portion 210 of third portion 208 of signal 100 are
multipath signals. Multipath signal propagation results in
multiple, spatially distributed, receive paths. A non-LoS
(NLoS) multipath propagation channel between receiver
102 and transmitter 104 describes how a signal is received
and reflected from various scatterers on its way from trans-
mitter 104 to receiver 102. A signal received at receiver 102
may still have a strong spatial signature in the sense that
stronger average signal gains are received from certain
spatial directions based on a reflection from one or more of
the various scatterers.

Referring to FIG. 3, a geometrical relationship between
receiver 102 and transmitter 104 in scattering environment
200 is shown in accordance with an illustrative embodiment.
A location of receiver 102 is an origin of an X-Y coordinate
system. An X-axis 300 is defined as broadside relative to a
receiver antenna 320 of receiver 102. A Y-axis 301 is defined
as perpendicular to X-axis 300 and in a plane of antenna 320.
For illustration, a transmitter antenna 322 of transmitter 104
is assumed to point toward receiver 102 in a LoS direction
302 making LoS direction 302 broadside relative to a
transmitter antenna 322 of transmitter 104. First portion 203
of signal 100 may be received by receiver 102 on the LoS
path defined by LoS direction 302 at a first angle of arrival
(AoA) 303 relative to X-axis 300. The LoS path defined by
LoS direction 302 has a LoS range defined by \/xt2+yt2,
where (X, y,) are the coordinates of transmitter 104 in the
X-Y coordinate system.

First scatterer 2024 and second scatterer 2025 are located
between transmitter 104 and receiver 102. Second portion
204 of signal 100 may be radiated towards first scatterer
202a in a first scatterer transmit direction 304 defined at a
first angle of departure (AoD) 306 relative to LoS direction
302. First scatterer transmit direction 304 has a first scatterer

transmit range defined by V(x,-x,,)*+(y,~y.,)? where (x,,,
V) are the coordinates of first scatterer 202a in the X-Y
coordinate system. First portion 206 of second portion 204
of signal 100 may be reflected toward receiver antenna 320
of receiver 102 in a first scatterer receive direction 308
defined at a first scatterer AoA 310 relative to X-axis 300.
First scatterer receive direction 308 has a first scatterer
receive range defined by \/x512+y512.

Third portion 208 of signal 100 may be radiated towards
second scatterer 2025 in a second scatterer transmit direction
312 defined at a second angle of departure (AoD) 304
relative to LoS direction 302. Second scatterer transmit
direction 312 has a second scatterer transmit range defined

by V(x,~x,,)*+(V,~¥..)*, where (X,,, V,,) are the coordinates
of second scatterer 2025 in the X-Y coordinate system. First
portion 210 of third portion 208 of signal 100 may be
reflected toward receiver antenna 320 of receiver 102 in a
second scatterer receive direction 316 defined at a second
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4

scatterer AoA 318 relative to X-axis 300. Second scatterer
receive direction 316 has a second scatterer receive range
defined by \/x522+y522.

The statistical characteristics of a wireless channel or
sensing environment depend on the interaction between
scattering environment 200 and a signal space of receiver
102 and transmitter 104. Signal space parameters include
bandwidth (i.e. narrowband, wideband), a number of anten-
nas, an antenna spacing, a pulse duration, a frequency, etc.
Referring to FIG. 4, a virtual representation of a system 400
is shown. System 400 may include receiver 102 and trans-
mitter 104. Receiver 102 may include receiver antenna 320
that includes a first plurality of antennas 402. Transmitter
104 may include transmitter antenna 322 that includes a
second plurality of antennas 408. A number of antennas, N,
of the first plurality of antennas 402 may be different from
a number of antennas, N,, of the second plurality of antennas
408. The first plurality of antennas 402 may be of the same
or a different type of antenna as the second plurality of
antennas 408.

In the illustrative embodiment of FIG. 4, the first plurality
of antennas 402 and the second plurality of antennas 408 are
arranged in a uniform linear array. The first plurality of
antennas 402 and/or the second plurality of antennas 408
may be arranged to form a uniform or a non-uniform linear
array, a rectangular array, a circular array, a conformal array,
etc. An antenna of the first plurality of antennas 402 and/or
the second plurality of antennas 408 may be a dipole
antenna, a monopole antenna, a helical antenna, a microstrip
antenna, a patch antenna, a fractal antenna, etc. The first
plurality of antennas 402 and/or the second plurality of
antennas 408 may be reconfigurable antenna arrays that can
be adjusted spatially, for example, using microelectrome-
chanical system (MEMS) components RF switches, etc.
Thus, a first antenna spacing 404 between the first plurality
of antennas 402 may be fixed or may be adjustable. Addi-
tionally, a second antenna spacing 410 between the second
plurality of antennas 408 may be fixed or may be adjustable.
The first antenna spacing 404 may be the same as or different
from the second antenna spacing 410. For array configura-
tions other than uniform linear arrays, aspects of array
configuration other than antenna spacing may be adjusted.

Normalized spatial angles may be defined as

o
» = sin
(ot,.,) and
o, = X’sin

(o), where d, is first antenna spacing 404, A is a wavelength
of signal 100, ¢, ; are the physical AoAs from the LoS path
and the NLoS paths at receiver 102, 1 is an index to the LoS
path (1=0) and the NLoS paths (I=1), d, is second antenna
spacing 410, and o, ; are the physical AoDs from transmitter
104. As understood by a person of skill in the art,

|0
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where c is the speed of light and f is a frequency of signal
100. In an illustrative embodiment,

A
dr=di=5

In the illustrative embodiment of FIG. 4, system 400
includes first scatterer 202a, second scatterer 2025, a third
scatterer 202¢, a fourth scatterer 2024, and a fifth scatterer
202¢. Though higher-order bounces between first scatterer
202a, second scatterer 2025, third scatterer 202¢, fourth
scatterer 202d, and fifth scatterer 202¢ may occur, in general,
at high frequencies, such as millimeter (mm) wave frequen-
cies and above, only the LoS path and single-bounce NLoS
scattering paths are received with sufficient signal-to-noise
ratio (SNR) as understood by a person of skill in the art.

A path loss for the LoS path may be defined as

» 2
1Bol” = GG 3]
where G, is a transmit gain, G, is a receive gain, and R, is
the LoS range. A path loss for single-bounce NLoS paths
may be defined as

1Boul* =

G,G.RCS ( A ]2
(4m)® \R R,

where RCS is a radar cross section of the respective scat-
terer, R, ; is an 1 scatterer transmit range, and R, ;is the 1
scatterer receive range. As understood by a person of skill in
the art, RCS is a function of the properties of the 17 scatterer,
scattering angles, f, etc. A phase for the LoS path may be
defined as

27R s
0=~

A phase for single-bounce NLoS paths may be defined as

_ 2a(Ry+ Ry
(= 3 .

The transmitted and received signals are related as r=Hx+
, where x is the N,-dimensional antenna domain transmit-
ted signal 100, r is the N,-dimensional signal received at
receiver 102, H(f) is the N, xN, channel frequency response
matrix coupling receiver 102 and transmitter 104, and o is
white Gaussian noise. H can be accurately modeled as

Np

H(f) =) | Bil a6, pal @,pe 27

=0

—w<f<w
2 2

where N, denotes a number of LoS and NLoS paths, f3; is a
path loss, ¢, is a phase, a.,(0, ;) is a response vector, atH(et,Z)
is a steering vector, T, is a relative path delay for the
respective path, and W is a bandwidth of operation. For
illustration,
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a0, = [@r1Bra)s - s Gy, (0] and a,(6,) =

1
VN,
1
— a1 (0105 s Ary, (B )]

o

The elements of a.,(6,,) and o(6,,) and the normalized
spatial angles 0, ; and 0, are defined by

ari(6) = € 0D, 4,106, = D,

d, d
01 = Fsin (@), and B = 7 sin ()

According to the physical model, there are five parameters
for each path: B, ¢, 0, 0, and <,

The LoS path (1=0) may be used as a reference path such
that t,=0 for the LoS path. For the non-LoS paths, t,.£(0,
T,...] Where T,,,. denotes a delay spread of a propagation
channel.

The relatively high dimensional nature of multiple
antenna array systems results in a high computational com-
plexity in practical systems. A beamspace multiple input,
multiple output (MIMO) channel representation that pro-
vides an accurate and analytically tractable model for physi-
cal wireless channels is utilized where H, denotes a beam-
space channel representation corresponding to the first
plurality of antennas 402 and the second plurality of anten-
nas 408, respectively. The beamspace representation is
analogous to representing the channel in the wavenumber
domain. Specifically, the beamspace representation
describes the channel with respect to spatial basis functions
defined by fixed angles that are determined by a receive
spatial resolution of the first plurality of antennas 402
defined as AG,=1/N,, and a transmit spatial resolution of the
second plurality of antennas 408 defined as AB,=1/N,, and by
fixed delays that are determined by

A 1
=

The beamspace modeling includes spatial transmit beams
412 and spatial receive beams 414 between the second
plurality of antennas 408 and the first plurality of antennas
402.

The physical model depends on AoA and AoD in a
nonlinear manner. The beamspace channel representation H,
is a linear representation of H(f) with respect to uniformly
spaced virtual AoAs, AoDs, and delays such that

=

i

k=1

v

1
VNN, %

M
D7 Hyliy ky mia,(ia0,)af! (kag, ezt

m=1

H(f)~

The beamspace channel coefficients H,(i, k, m) are a uni-
tarily equivalent representation of the antenna domain chan-
nel frequency response matrix H(f) linearly represented in
terms of fixed angles and path delays. In the sampled linear
channel representation, the channel is completely character-
ized by the sampled angle-delay channel coefficients, H,(i,
k, m), which can be computed from the channel frequency
response matrix H(f) as
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> o IO H(f s (kADE 7™ g

o)
NN, WIY

Hp (i, k, m) =

A “beamspace” angle-delay channel vector h, may be
obtained by stacking H,(i, k, m) into a vector h,={H,(, k
M)} N1, nsmeo,. s Bstimation of the channel
covariance can also be done using channel measurements.
The channel frequency response matrix H(f) is routinely
estimated by estimating a multi-antenna channel matrix at
different frequencies, as in orthogonal frequency division
multiplexing systems. In single carrier systems, a channel
impulse response matrix, H(t) may be directly measured
from which H(f) can be calculated via a Fourier transform as
understood by a person of skill in the art.

For an angle only implementation,

-----

Np

H= )" | filefia, 6, al 0,0)

=0

and the beamspace channel representation H, is a linear
representation of H with respect to uniformly spaced virtual
AoAs and AoDs such that

N, N,
1 r 1
Z Z Hy (i, k)a,(iA8,)a" (kA8,) = U, H,U! = H, = UYHU,

VNN, i a3

where U, and U, are unitary Discrete Fourier transform
(DFT) matrices whose columns are orthogonal response
vectors and steering vectors, respectively, defined by:

1
— [a,(iAB)]ican,)

U, =
"IN,

1
U, = ﬁ[ar(kM,)]kemN,)
t

where 2 (n)={1, 2, . .., n}.
For a time delay only implementation,

N L -w w 9]
H(f) = 30 | Brlefle 0, —— < f< =

:Z‘x’ b 2Tt -w
m=—co )
,- - w
i € jZﬂATmf’

M w
zzmzoh T<f<7

w

2
<f<7

©)

Equation (1) is a single-antenna physical model for the
channel frequency response H(f). Equation (2) is an equiva-
lent sampled representation of the channel, essentially a
Fourier series representation of H(f) induced by the finite
bandwidth of operation W. The approximation in (3) restricts
the range of values for m using the fact that (0, t,,,, ] and
the maximum index M is given by M=[,,,.W].

The “beamspace” channel coefficients in this case can be
computed from the frequency response H(f) as
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w
o = Hp(m) = %ﬁ; H(fe ¥ widf= h(%)
w

where

indicates that h,, is a sampled version of h(t) the (time-
domain) channel impulse response which is related to H(f)
via a Fourier transform:

v _ @
h(7) = ﬁ yHPETaf
2

= > BiWsine(W(r - 5,)) ©)

=D hn Wsinc(W(T - %]] ©)
~ Z B Wsmc( (T_ %)) %)

where (4) is a Fourier transform relationship between H(f)
and h(t), (5) is a physical model for h(t) corresponding to
H(®) in (1), and (6) and (7) are the sampled representations
of'h(t) corresponding to the sampled representations of H(f)
in (2) and (3). The “beamspace” channel vector correspond-
ing to the delay channel model is obtained by stacking {h,,}
into a vector h,={H,(m)},,_,

With reference to FIG. 5, a locahzatlon system 500 is
shown. Localization system 500 may include a plurality of
transmitters. For illustration, the plurality of transmitters
may include transmitter 104, a second transmitter 104a, a
third transmitter 1045, a fourth transmitter 104¢, and a fifth
transmitter 104d. Transmitter 104, second transmitter 104a,
third transmitter 1045, fourth transmitter 104¢, and fifth
transmitter 104d may be the same or different types of
transmitters that transmit signals that may be modulated
and/or encoded in various manners as understood by a
person of skill in the art. For example, the plurality of
transmitters may include various devices that transmit sig-
nals wirelessly using any type of standardized or proprietary
communication protocol, frequency, bandwidth, etc.
Example devices include computing devices of any form
factor including smart phones, tablets, laptops, desktops,
servers, etc., vehicles, sensing elements, etc. that include the
second plurality of antennas 408. Any transmitter of the
plurality of transmitters is considered a radiator because it is
configured to radiate electromagnetic waves as understood
by a person of skill in the art.

The plurality of transmitters may be distributed over a
region 502 randomly, uniformly, non-uniformly, etc. For
example, cell phone devices may be distributed randomly
throughout region 502. In the illustrative embodiment of
FIG. 5, a non-uniform distribution of the plurality of trans-
mitters is shown. The plurality of receive antennas 320 of
receiver 102 are located sufficiently far from region 502 such
that far-field assumptions apply. Region 502 can be spatially
divided into spatial receive beams 414 and a plurality of time
delay rings 504 based on the spatio-temporal resolution
supported by the plurality of receive antennas 320 of
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receiver 102. Region 502 may have a distance width 506 and
a distance height 508 from within which receiver 102 may
receive signals from the plurality of transmitters. Region
502 may span azimuth angles of £180 and elevation angles
of £90. While FIG. 5 illustrates the angles and delays for
LoS paths, similar angles/delays are associated with differ-
ent multipath components associated with each transmitter
as in FIG. 3 and FIG. 4.

Beamspace channel matrix H, may be sparse, particularly
at higher frequencies resulting in a relatively small number
of dominant non-vanishing entries For illustration, referring
to FIG. 6, a sparse beamspace channel matrix 600 is shown.
The first plurality of antennas 402 includes nine antennas,
and the second plurality of antennas 408 includes nine
antennas forming a 9x9 channel matrix 600. A dot in channel
matrix 600 represents a dominant, non-vanishing entry. In
the illustrative embodiment of FIG. 6, only nine of 81
possible beamspace channel entries are non-vanishing.

With reference to FIG. 7, a block diagram of a receiver
device 700 is shown in accordance with an illustrative
embodiment. Receiver device 700 may include receiver 102,
receiver antenna 320, an input/output (I/O) interface 702, a
communication interface 704, a computer-readable medium
706, a processor 708, a keyboard 710, a printer 712, a
display 714, a localization application 716, channel statistics
data 718, and channel measurement data 720. Fewer, dif-
ferent, and/or additional components may be incorporated
into receiver device 700.

Receiver 102 processes electromagnetic signals received
by receiver antenna 320 under control of processor 708.
Receiver 102 may be a transceiver. Alternately, receiver
device 700 may include a separate transmitter. Receiver
antenna 320 may be steerable. Receiver device 700 may
include a plurality of receivers, transmitter, and/or trans-
ceivers that use the same or a different transmission/recep-
tion technology.

/O interface 702 provides an interface for receiving
information from the user for entry into receiver device 700
and/or for outputting information for review by the user of
receiver device 700 as understood by those skilled in the art.
1/0 interface 702 may interface with various I/O technolo-
gies including, but not limited to, keyboard 710, printer 712,
display 714, a mouse, a microphone, a track ball, a keypad,
one or more buttons, a speaker etc. Receiver device 700 may
have one or more /O interfaces that use the same or a
different 1/O interface technology. The /O interface tech-
nology further may be accessible by receiver device 700
through communication interface 704.

Communication interface 704 provides an interface for
receiving and transmitting data between devices using vari-
ous protocols, transmission technologies, and media as
understood by those skilled in the art. Communication
interface 704 may support communication using various
transmission media that may be wired and/or wireless.
Receiver device 700 may have one or more communication
interfaces that use the same or a different communication
interface technology. For example, receiver device 700 may
support communication using an Ethernet port, a Bluetooth
antenna, a telephone jack, a USB port, etc. Data and mes-
sages may be transferred between receiver device 700 and/or
a data storage device 722 using communication interface
704.

Computer-readable medium 706 is an electronic holding
place or storage for information so the information can be
accessed by processor 708 as understood by those skilled in
the art. Computer-readable medium 706 can include, but is
not limited to, any type of random access memory (RAM),

20

25

30

35

40

45

50

55

60

65

10

any type of read only memory (ROM), any type of flash
memory, etc. such as magnetic storage devices (e.g., hard
disk, floppy disk, magnetic strips, . . . ), optical disks (e.g.,
compact disc (CD), digital versatile disc (DVD), .. .), smart
cards, flash memory devices, etc. Receiver device 700 may
have one or more computer-readable media that use the
same or a different memory media technology. For example,
computer-readable medium 706 may include different types
of computer-readable media that may be organized hierar-
chically to provide efficient access to the data stored therein
as understood by a person of skill in the art. As an example,
a cache may be implemented in a smaller, faster memory
that stores copies of data from the most frequently/recently
accessed main memory locations to reduce an access
latency. Receiver device 700 also may have one or more
drives that support the loading of a memory media such as
a CD, DVD, an external hard drive, etc. One or more
external hard drives further may be connected to receiver
device 700 using communication interface 704.

Processor 708 executes instructions as understood by
those skilled in the art. The instructions may be carried out
by a special purpose computer, logic circuits, or hardware
circuits. Processor 708 may be implemented in hardware
and/or firmware. Processor 708 executes an instruction,
meaning it performs/controls the operations called for by
that instruction. The term “execution” is the process of
running an application or the carrying out of the operation
called for by an instruction. The instructions may be written
using one or more programming language, scripting lan-
guage, assembly language, etc. Processor 708 operably
couples with I/O interface 702, with receiver 102, with
communication interface 704, and with computer-readable
medium 706 to receive, to send, and to process information.
Processor 708 may retrieve a set of instructions from a
permanent memory device and copy the instructions in an
executable form to a temporary memory device that is
generally some form of RAM. Receiver device 700 may
include a plurality of processors that use the same or a
different processing technology.

Localization application 716 performs operations associ-
ated with defining channel measurement data 720 and/or
channel statistics data 718 and with determining a location
of transmitter 104 using channel measurement data 720
and/or channel statistics data 718. Some or all of the
operations described herein may be embodied in localization
application 716. The operations may be implemented using
hardware, firmware, software, or any combination of these
methods. Referring to the example embodiment of FIG. 7,
localization application 716 is implemented in software
(comprised of computer-readable and/or computer-execut-
able instructions) stored in computer-readable medium 706
and accessible by processor 708 for execution of the instruc-
tions that embody the operations of localization application
716. Localization application 716 may be written using one
or more programming languages, assembly languages,
scripting languages, etc.

Localization application 716 may be implemented as a
Web application. For example, localization application 716
may be configured to receive hypertext transport protocol
(HTTP) responses and to send HTTP requests. The HTTP
responses may include web pages such as hypertext markup
language (HTML) documents and linked objects generated
in response to the HTTP requests. Each web page may be
identified by a uniform resource locator (URL) that includes
the location or address of the computing device that contains
the resource to be accessed in addition to the location of the
resource on that computing device. The type of file or
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resource depends on the Internet application protocol such
as the file transfer protocol, HTTP, H.323, etc. The file
accessed may be a simple text file, an image file, an audio
file, a video file, an executable, a common gateway interface
application, a Java applet, an extensible markup language
(XML) file, or any other type of file supported by HTTP.

Referring to FIG. 8, example operations associated with
localization application 716 are described. Additional,
fewer, or different operations may be performed depending
on the embodiment. The order of presentation of the opera-
tions of FIG. 8 is not intended to be limiting. Although some
of the operational flows are presented in sequence, the
various operations may be performed in various repetitions,
concurrently (in parallel, for example, using threads), and/or
in other orders than those that are illustrated. For example,
a user may execute localization application 716, which
causes presentation of a first user interface window, which
may include a plurality of menus and selectors such as drop
down menus, buttons, text boxes, hyperlinks, etc. associated
with localization application 716 as understood by a person
of skill in the art. The plurality of menus and selectors may
be accessed in various orders. An indicator may indicate one
or more user selections from a user interface, one or more
data entries into a data field of the user interface, one or more
data items read from computer-readable medium 706 or
otherwise defined with one or more default values, etc. that
are received as an input by localization application 716.

In an operation 800, a first indicator is received that
indicates a number of cells for which to calculate covariance
matrices. For example, the first indicator indicates a value of
the number of cells. The first indicator may be received by
localization application 716 after a selection from a user
interface window or after entry by a user into a user interface
window. A default value for the number of cells may further
be stored, for example, in computer-readable medium 706.
In an alternative embodiment, the number of cells may not
be selectable or received.

A geographic region may be defined relative to a location
of receiver device 700 similar to region 502. For illustration,
referring to FIG. 11, the number of cells may define a grid
based on a grid distance width 1100, a grid distance height
1102, and a resolution value 1104 that defines a size of each
cell. The number of cells may be determined from values
defined for grid distance width 1100, grid distance height
1102, and resolution value 1104.

Referring again to FIG. 8, in an operation 802, a second
indicator is received that indicates a number of measure-
ments to obtain per cell. For example, the second indicator
indicates a value of the number of measurements per cell.
The second indicator may be received by localization appli-
cation 716 after a selection from a user interface window or
after entry by a user into a user interface window. A default
value for the number of measurements per cell may further
be stored, for example, in computer-readable medium 706.
In an alternative embodiment, the number of measurements
per cell may not be selectable.

In an operation 804, a third indicator is received that
indicates a threshold for selecting channel entries from
beamspace channel matrix H,. For example, the third indi-
cator indicates a value of the threshold used as described
further below. The third indicator may be received by
localization application 716 after a selection from a user
interface window or after entry by a user into a user interface
window. A default value for the threshold may further be
stored, for example, in computer-readable medium 706. In
an alternative embodiment, the threshold may not be select-
able.
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In an operation 806, a fourth indicator is received that
indicates a power fraction for optionally determining the
threshold for selecting channel entries from beamspace
channel matrix H,. For example, the fourth indicator indi-
cates a value of the power fraction used as described further
below. The fourth indicator may be received by localization
application 716 after a selection from a user interface
window or after entry by a user into a user interface window.
A default value for the power fraction may further be stored,
for example, in computer-readable medium 706. In an
alternative embodiment, the power fraction may not be
selectable. In an illustrative embodiment, the power fraction
is received and used to calculate the threshold.

In an operation 808, channel measurement vector data h,
is received. For example, a signal is received by the first
plurality of antennas 402 of receiver antenna 320 and
processed by receiver 102. The channel measurement vector
data may be determined by processor 708 using data
received from receiver 102. The channel measurement vec-
tor may be calculated as h,=vec(H,). The received signal
may be created by transmitting a signal from transmitter 104
positioned at a location in a cell selected from the geo-
graphic region. The channel measurement vector includes a
signal value or waveform measured at each of the first
plurality of antennas 402 in response to signal 100 trans-
mitted from a radiator such as transmitter 104 at the location
in the cell selected from the geographic region. For example,
the transmitted signal may be a channel sounding signal
transmitted by a test radiator.

In an operation 810, the received channel measurement
vector data may be normalized, for example, using E[|fh,|[*]
=1. In an operation 812, cell channel measurement vector
data is accumulated, for example, by adding the values
vectorially or by accumulating multiple channel vectors into
a matrix. Channel measurement data 720 may include the
received channel measurement vector data and/or the nor-
malized, received channel measurement vector data. Chan-
nel vector normalization for each may be done after the
accumulation of data for each cell from which the average
channel power, o®=E[||h,|*] can be determined.

In an operation 814, a determination is made concerning
whether or not another measurement is made from the cell.
If another measurement is to be made from the cell, pro-
cessing continues in operation 808 to receive another chan-
nel measurement vector. If another measurement is not to be
made from the cell, processing continues in an operation
816.

For example, a counter may be used to determine when
the number of measurements per cell has been received for
the cell. In another illustrative embodiment, the transmitted
signal may include a cell number and a cell measurement
number and may indicate when the measurements have been
completed for the cell meaning the number of cells and the
number of measurements per cell is not needed. For subse-
quent measurements in the cell, transmitter 104 may be
moved to different locations within the cell.

In operation 816, a cell covariance matrix is computed for
the cell. The cell covariance matrix may be computed using

1 N
Zpg = ﬁZizl By (i YridhE (i yrids

where N is a number of the different locations within the cell
(the number of measurements per cell), h,(x,, y,,) is a
respective channel measurement vector at a location X, ,, y,.,
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of the different locations within the cell, and h,” (X, ¥,.0) 18
a complex conjugate transpose of h,(x, ;, v, ).

In an operation 818, a determination is made concerning
whether or not a low dimensional classifier may be used. If
a low dimensional classifier may be used, processing con-
tinues in an operation 820. If a low dimensional classifier is
not used, processing continues in an operation 822.

In operation 820 a sparse cell covariance matrix is com-
puted from the computed cell covariance matrix. The sparse
cell covariance matrix may be computed using the mask
M={i: 2, ,(i,)=y max; E, ;(i,1)}, where i is an index to X, ,,
and vy is a value of the threshold defined from operation 804.
The value of the threshold may be defined such that 2,
MZ b,k(i,i)znoz, where 1 is a value of the power fraction
defined from operation 806. The value of the power fraction
may be between zero and one, and Gzﬁr(Zb,k) is a total
channel power. The threshold y is chosen so that M for each
cell captures a specified (large) fraction m of the channel
power.

In operation 822, a determination is made concerning
whether or not another cell is to be processed. If another cell
is to be processed, processing continues in operation 808 to
process another channel measurement vector for a next cell
as the cell. If another cell is not to be processed, processing
continues in an operation 824.

For example, a cell counter may be used to determine
when the number of cells has been processed. In another
illustrative embodiment, the transmitted signal may include
a cell number and a cell measurement number and may
indicate when the cell processing has been completed. When
another cell is processed, transmitter 104 may be moved to
a different cell within the grid defined for the geographic
region. For example, referring again to FIG. 11, cell 2 is
selected; on a next iteration, cell 3 is selected; and so on until
each cell is processed. Of course, the cells may be processed
in various orders.

Referring again to FIG. 8, in operation 824, the computed
cell covariance matrix and/or the computed sparse cell
covariance matrix are output. As examples, the computed
cell covariance matrix and/or the computed sparse cell
covariance matrix may be stored in computer-readable
medium 108, may be stored to data storage device 722,
and/or may be output to the user using display 714 or printer
712. Channel statistics data 718 may include the computed
cell covariance matrix and/or the computed sparse cell
covariance matrix. Channel statistics data 718 further may
include a geographic location for each cell within the grid
defined for the geographic region. The geographic location
may be defined in various coordinate systems. The geo-
graphic location may define a center of each cell though the
geographic location could be defined for other locations
within the cell.

For illustration, FIGS. 94-9d show sparse cell covariance
matrices for different cells. Referring to FIG. 9a, a first
sparse cell covariance matrix 900 is shown for cell 1 of FIG.
11. First sparse cell covariance matrix 900 includes twelve
non-zero entries determined based on the mask M ={i:
2, J(.D)=y max,Z, ,(i,1)}. The index i is to channel measure-
ment vector h,, which is an N,N,x1 column vector though
first sparse cell covariance matrix 900 is shown as a N, xN,
matrix. For this illustrative embodiment, M =32, 34, 57, 59,
60, 61, 62, 64, 89, 96, 97, 117 for cell 1 counting row-wise.
Values associated with each index in the mask represent the
channel signature vector entries that are significant.

Referring to FIG. 95, a second sparse cell covariance
matrix 902 is shown for cell 4 of FIG. 11. Second sparse cell
covariance matrix 902 includes ten non-zero entries deter-
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mined based on the mask M ={i: X, ;(i,i)=y max, =, ,(i,i)}.
The index i is to channel measurement vector h,, which is
an N,N,x1 column vector though second sparse cell cova-
riance matrix 902 is shown as a N,N,xN, matrix. For this
illustrative embodiment, M =32, 34, 57, 64, 65, 66, 67, 71,
92, 96 for cell 4.

Referring to FIG. 9¢, a third sparse cell covariance matrix
904 is shown for cell 13 of FIG. 11. Third sparse cell
covariance matrix 904 includes ten non-zero entries deter-
mined based on the mask M ={i: X, ;(i,i)=zy max, =, ,(i,i)}.
The index 1 is to channel measurement vector h,, which is
an N,N,x1 column vector though third sparse cell covariance
matrix 904 is shown as a N,xN, matrix. For this illustrative
embodiment, M =32, 34, 57, 64, 65, 67, 71, 72, 92, 96 for
cell 13.

Referring to FIG. 94, a fourth sparse cell covariance
matrix 906 is shown for cell 16 of FIG. 11. Fourth sparse cell
covariance matrix 906 includes ten non-zero entries deter-
mined based on the mask M ={i: 3, ,(i,1)zy max, 2, ,(i.1)}.
The index 1 is to channel measurement vector h,, which is
an N,N x1 column vector though fourth sparse cell covari-
ance matrix 906 is shown as a N,xN, matrix. For this
illustrative embodiment, M =32, 34, 57, 59, 61, 62, 64, 71,
92, 96 for cell 16.

Referring to FIG. 10, additional example operations asso-
ciated with localization application 716 are described.
Again, additional, fewer, or different operations may be
performed depending on the embodiment. The order of
presentation of the operations of FIG. 10 is not intended to
be limiting.

In an operation 1000, channel measurement vector data is
received from a radiator such as transmitter 104. The
received channel measurement vector data may be normal-
ized, for example, using the average channel power for the
chosen cell location determined in the channel covariance
estimation phase, or the channel measurement vector could
be normalized to have unit norm: |fh,|*=1. Channel mea-
surement data 720 may include the received channel mea-
surement vector data and/or the normalized, received chan-
nel measurement vector data. Localization application 716
may determine a geographic location of the radiator.

In an operation 1002, cells bounding a location of the
radiator are determined. In an illustrative embodiment, the
cells are the cells associated with the computed cell cova-
riance matrix and/or the computed sparse cell covariance
matrix output in operation 824.

In an operation 1004, a first cell is selected from the cells
bounding the location of the radiator. For example, referring
again to FIG. 11, sixteen cells bound the radiator location,
and cell 1 is selected.

Referring again to FIG. 10, in an operation 1006 and
similar to operation 818, a determination is made concerning
whether or not a low dimensional classifier is used. If a low
dimensional classifier is used, processing continues in an
operation 1008. If a low dimensional classifier is not used,
processing continues in an operation 1010.

In operation 1008, a sparse cell covariance matrix is
selected for the first cell. For example, a number of the first
cell may be used as an index to select the sparse cell
covariance matrix from channel statistics data 718 stored on
computer-readable medium 108, or alternately, on data stor-
age device 722.

In an operation 10124, a likelihood value is calculated for
the first cell. For example, the likelihood value may be
calculated using log (IZb,kI)+hbHZb,k"lhb, where X, ; is the
selected sparse cell covariance matrix, %, ', is an inverse
of 2, ;, h, is the corresponding sparse version of the channel
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measurement vector received in operation 1000 and deter-
mined using the sparsity mask M for the cell, and h,” is a
complex conjugate transpose of h,.

In operation 1010, a cell covariance matrix is selected for
the first cell. For example, a number of the first cell may be
used as an index to select the cell covariance matrix from
channel statistics data 718 stored on computer-readable
medium 108, or alternately, on data storage device 722.

In an operation 10125, a likelihood value is calculated for
the first cell. For example, the likelihood value may be
calculated using log (IZb,kl)+hbHZb,k"lhb, where X, ; is the
selected cell covariance matrix, %, ', is an inverse of 2, ,,
h, is the channel measurement vector received in operation
1000, and h,” is a complex conjugate transpose of h,.

In an operation 1014 and similar to operation 822, a
determination is made concerning whether or not another
cell is to be processed. If another cell is to be processed,
processing continues in an operation 1016 to process a next
cell. If another cell is not to be processed, processing
continues in an operation 1018.

In operation 1016, a next cell is selected from the cells
bounding the location of the radiator and processing con-
tinues in operation 1006 to process the next cell as the first
cell. For example, referring again to FIG. 11, cell 2 is
selected; on a next iteration, cell 3 is selected; and so on until
each cell is processed. Of course, the cells may be processed
in various orders.

In operation 1018, a radiator location is selected based on
the calculated likelihood values. For example, a geographic
location associated with arg min,_, [log (12, .)+h,7Z, ,~'h,]
may be selected as the radiator location.

Referring to FIG. 12, a block diagram of a localization
system 1200 is shown in accordance with an illustrative
embodiment. In an illustrative embodiment, localization
system 1200 may include a network 1202, a plurality of
receiver systems 1204, and data storage systems 1206. Data
storage systems 1206 store data such as channel statistics
data 718 and/or channel measurement data 720 for one or
more of the plurality of receiver systems 1204.

The components of localization system 1200 may be
located in a single room or adjacent rooms, in a single
facility, and/or may be distributed geographically from one
another. Each of the plurality of receiver systems 1204 and
data storage systems 1206 may be composed of one or more
discrete devices.

Network 1202 may include one or more networks of the
same or different types. Network 1202 can be any type of
wired and/or wireless public or private network including a
cellular network, a local area network, a wide area network
such as the Internet, etc. Network 1202 further may com-
prise sub-networks and consist of any number of devices.

The plurality of receiver systems 1204 can include any
number and types of receiver system. Receiver 102 is an
example device of the plurality of receiver systems 1204.
For illustration, the plurality of receiver systems 1204 may
further include a second receiver 102a, a third receiver 1025,
and a fourth receiver 102c.

Data storage device 722 is an example device of data
storage systems 1206. For illustration, data storage systems
1206 include data storage device 722, a first data storage
device 1208, a second data storage device 1210, and a third
data storage device 1212. Data storage systems 1206 can
include any number and form factor of computing devices
that may be organized into subnets, grids, clusters, clouds,
etc. The computing devices of data storage systems 1206
send and receive communications through network 1202
to/from one or more of the plurality of receiver systems
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1204. The one or more computing devices of data storage
systems 1206 may communicate using various transmission
media that may be wired and/or wireless as understood by
those skilled in the art.

Referring to FIG. 13, a block diagram of data storage
device 722 is shown in accordance with an illustrative
embodiment. Data storage device 722 may include a second
I/O interface 1302, a second communication interface 1304,
a second computer-readable medium 1306, a second pro-
cessor 1308, localization application 716, channel statistics
data 718, and channel measurement data 720. Fewer, dif-
ferent, and additional components may be incorporated into
data storage device 722.

Second /O interface 1302 provides the same or similar
functionality as that described with reference to 1/O interface
702 of receiver device 700 though referring to data storage
device 722. Second communication interface 1306 provides
the same or similar functionality as that described with
reference to communication interface 704 of receiver device
700 though referring to data storage device 722. Data and
messages may be transferred between data storage device
722 and the plurality of receiver systems 1204 using second
communication interface 1306. Second computer-readable
medium 1308 provides the same or similar functionality as
that described with reference to computer-readable medium
706 of receiver device 700 though referring to data storage
device 722. Second processor 1310 provides the same or
similar functionality as that described with reference to
processor 708 of receiver device 700 though referring to
data storage device 722.

Various levels of integration between the components of
localization system 1200 may be implemented without limi-
tation as understood by a person of skill in the art.

The word “illustrative” is used herein to mean serving as
an example, instance, or illustration. Any aspect or design
described herein as “illustrative” is not necessarily to be
construed as preferred or advantageous over other aspects or
designs. Further, for the purposes of this disclosure and
unless otherwise specified, “a” or “an” means “one or
more”. Still further, in the detailed description, using “and”
or “or” is intended to include “and/or” unless specifically
indicated otherwise. The illustrative embodiments may be
implemented as a method, apparatus, or article of manufac-
ture using standard programming and/or engineering tech-
niques to produce software, firmware, hardware, or any
combination thereof to control a computer to implement the
disclosed embodiments.

The foregoing description of illustrative embodiments of
the disclosed subject matter has been presented for purposes
of illustration and of description. It is not intended to be
exhaustive or to limit the disclosed subject matter to the
precise form disclosed, and modifications and variations are
possible in light of the above teachings or may be acquired
from practice of the disclosed subject matter. The embodi-
ments were chosen and described in order to explain the
principles of the disclosed subject matter and as practical
applications of the disclosed subject matter to enable one
skilled in the art to utilize the disclosed subject matter in
various embodiments and with various modifications as
suited to the particular use contemplated.

What is claimed is:

1. A non-transitory computer-readable medium having
stored thereon computer-readable instructions that when
executed by a computing device cause the computing device
to:

(a) define a test channel measurement vector, wherein the

test channel measurement vector includes a test signal
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value measured at each of a plurality of antennas in
response to a test signal transmitted from a test radiator
positioned in a first cell of a plurality of cells defined
for a region;

(b) calculate a cell covariance matrix for the first cell from

the defined test channel measurement vector;

(c) store the calculated cell covariance matrix in associa-

tion with an indicator of the first cell;

repeat (a) through (c) with each remaining cell of the

plurality of cells as the first cell;

define a channel measurement vector, wherein the channel

measurement vector includes a signal value measured
at each of the plurality of antennas in response to a
signal transmitted from a radiator;

(d) select the stored cell covariance matrix of the first cell;

(e) calculate a likelihood value that the radiator is located

in the first cell using the selected cell covariance matrix
and the defined channel measurement vector;

(f) repeat (d) and (e) with each remaining cell of the

plurality of cells as the first cell; and

determine a geographic location for the radiator based on

the calculated likelihood value for each cell of the
plurality of cells.

2. The computer-readable medium of claim 1, wherein the
likelihood value is calculated using —(log(IZb,kI)+hbHZb,k"
1h,), where X, , is the selected cell covariance matrix, % b,k"l
is an inverse of 2, ,, h,, is the defined channel measurement
vector, and h,” is a complex conjugate transpose of h,.

3. The computer-readable medium of claim 1, wherein the
geographic location is selected based on a cell associated
with a maximum value of the calculated likelihood value.

4. The computer-readable medium of claim 1, wherein
before (d), a subset of the plurality of cells is determined that
bound a possible location of the radiator, wherein (d)
through (f) are performed with the subset of the plurality of
cells.

5. The computer-readable medium of claim 1, wherein the
test channel measurement vector is normalized.

6. The computer-readable medium of claim 1, wherein the
plurality of test channel measurement vectors are defined for
the test radiator positioned at different locations within the
first cell, wherein the cell covariance matrix is calculated
based on the plurality of test channel measurement vectors
defined for the test radiator positioned in the first cell.

7. The computer-readable medium of claim 6, wherein the
different locations within the first cell are uniformly distrib-
uted within the first cell.

8. The computer-readable medium of claim 6, wherein the
cell covariance matrix is calculated using

1 N
Zpy = ﬁZizl By (i YridhE (i yrids

where N is a number of the different locations within the first
cell, hy(x, , y,,) is a respective test channel measurement
vector at a location X, ,, y,., of the different locations within
the first cell, and hbH(xr,i, y,.) is a complex conjugate
transpose of h,(X,.,, y,.,)-

9. The computer-readable medium of claim 8, wherein the
cell covariance matrix is a sparse cell covariance matrix
further determined using a sparsity mask 3 ={i: 2, ,(i,i)=y

max 2, (D)}, where i is an index to 2,,, and v is a
predefined threshold value between zero and one.

10. The computer-readable medium of claim 9, wherein
the predefined threshold value is defined such that X
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13, 4G,1)=n o2, where 1) is a predefined power fraction value
between zero and one, and o”=tr(, ;) is a total channel
power.

11. The computer-readable medium of claim 9, wherein
the cell covariance matrix is defined as [2, ;(1,j)], ;. . where
iand j are row and column indices to Z, ;, respectively, and
y is a predefined threshold value.

12. The computer-readable medium of claim 1, wherein
the defined channel measurement vector is normalized
before using the defined channel measurement vector to
calculate the likelihood value.

13. The computer-readable medium of claim 12, wherein
the defined channel measurement vector is normalized based
on an average channel power in each cell E[||h,|[*], where h,
is the defined channel measurement vector.

14. The computer-readable medium of claim 12, wherein
the defined channel measurement vector is normalized so
that ||h,|*=1, where h, is the defined channel measurement
vector.

15. The computer-readable medium of claim 1, wherein
the channel measurement vector is defined in a beamspace
multiple input, multiple output channel representation coor-
dinate system.

16. The computer-readable medium of claim 15, wherein
a beamspace channel matrix is a unitarily equivalent repre-
sentation of an antenna domain channel matrix.

17. The computer-readable medium of claim 16, wherein
the beamspace channel matrix is a linear representation of
the antenna domain channel matrix with respect to fixed
virtual angles of arrival at the plurality of antennas and fixed
virtual angles of departure from the radiator, wherein the
fixed virtual angles of arrival and the fixed virtual angles of
departure are determined by a geometry of the plurality of
antennas and of the radiator.

18. The computer-readable medium of claim 16, wherein
the beamspace channel matrix is a linear representation of
the antenna domain channel matrix with respect to fixed
virtual path delays at the plurality of antennas from the
radiator, wherein the fixed virtual path delays are determined
by a signaling bandwidth and by a geometry between the
plurality of antennas and the radiator.

19. A computing device comprising:

a processor; and

a non-transitory computer-readable medium operably

coupled to the processor, the computer-readable

medium having computer-readable instructions stored

thereon that, when executed by the processor, cause the

computing device to

(a) define a test channel measurement vector, wherein
the test channel measurement vector includes a test
signal value measured at each of a plurality of
antennas in response to a test signal transmitted from
a test radiator positioned in a first cell of a plurality
of cells defined for a region;

(b) calculate a cell covariance matrix for the first cell
from the defined test channel measurement vector;

(c) store the calculated cell covariance matrix for each
cell of the plurality of cells:

repeat (a) through (c) with each remaining cell of the
plurality of cells as the first cell;

define a channel measurement vector, wherein the
channel measurement vector includes a signal value
measured at each of the plurality of antennas in
response to a signal transmitted from a radiator;

(d) select the stored cell covariance matrix of the first
cell;
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(e) calculate a likelihood value that the radiator is
located in the first cell using the selected cell cova-
riance matrix and the defined channel measurement
vector;

(f) repeat (d) and (e) with each remaining cell of the
plurality of cells as the first cell; and

determine a geographic location for the radiator based
on the calculated likelihood value for each cell of the
plurality of cells.

20. A method of radiator localization, the method com-

prising:

(a) defining, by a computing device, a test channel mea-
surement vector, wherein the test channel measurement
vector includes a test signal value measured at each of
a plurality of antennas in response to a test signal
transmitted from a test radiator positioned in a first cell
of a plurality of cells defined for a region;

(b) calculating, by the computing device, a cell covariance
matrix for the first cell from the defined test channel
measurement vector;

(c) storing, by the computing device, the calculated cell
covariance matrix for each cell of the plurality of cells;

15

20

repeating, by the computing device, (a) through (c) with
each remaining cell of the plurality of cells as the first
cell;

defining a channel measurement vector by the computing
device, wherein the channel measurement vector
includes a signal value measured at each of the plurality
of antennas in response to a signal transmitted from a
radiator;

(d) selecting, by the computing device, the stored cell
covariance matrix of the first cell;

(e) calculating, by the computing device, a likelihood
value that the radiator is located in the first cell using
the selected cell covariance matrix and the defined
channel measurement vector;

() repeating, by the computing device, (d) and (e) for
each remaining cell of the plurality of cells as the first
cell; and

determining, by the computing device, a geographic loca-
tion for the radiator based on the calculated likelihood
value for each cell of the plurality of cells.

#* #* #* #* #*
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