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(57) ABSTRACT 

A monitoring system or tracking system may include an 
input port and a controller in communication with the input 
port. The input port may receive video from one or more 
image capturing devices. The image capturing device is 
optionally part of the monitoring system and in some cases 
includes at least part of the controller. The controller may be 
configured to receive video via the input port and identify a 
subject within frames of the video relative to a background 
within the frames. Further, the controller may be configured 
to identify dimensions, posture, hand location, feet location, 
twisting position/angle, and/or other parameters of the iden­
tified subject in frames of the video and determine when the 
subject is performing a task. Based on the dimensions and/or 
other parameters identified or extracted from the video 
during the predetermined task, the controller may output via 
the output port assessment information. 
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MOVEMENT MONITORING SYSTEM 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation-in-part of U.S. patent 
application Ser. No. 16/038,664, filed on Jul. 18, 2018, 
which is a continuation-in-part of U.S. patent application 
Ser. No. 15/727,283, filed on Oct. 6, 2017, now U.S. Pat. No. 
10,482,613, which claims the benefit of U.S. Provisional 
Patent Application Ser. No. 62/529,440, filed on Jul. 6, 2017. 
The disclosures of these priority applications are incorpo­
rated by reference herein in their entireties. 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH OR DEVELOPMENT 

2 
by the subject in the video and the ending of the task 
performed by the subject in the video occurs. 

Alternatively or additionally to any of the embodiments 
above, the controller may be configured to identify a frame 

5 in the video at which each of the identified one of the 
beginning of the task performed by the subject in the video 
and the ending of the task performed by the subject in the 
video occurs, and determine the twisting position of the 
subject in the frame in the video at which each of the 

10 identified one of the beginning of the task performed by the 
subject in the video and the ending of the task performed by 
the subject in the video occurs. 

Alternatively or additionally to any of the embodiments 
above, the controller may be configured to identify the one 

15 of the beginning of the task performed by the subject in the 
video and the ending of the task performed by the subject in 
the video based on determining when a ghost effect first 
appears in the video. 

This invention was made with govermnent support under 
ROI OH011024 awarded by the Center for Disease Control 20 
and Prevention. The govermnent has certain rights in the 

Alternatively or additionally to any of the embodiments 
above, the controller may be configured to determine a 
frame in the video at which the ghost effect first appears and 
identify the frame as when the identified one of the begin­
ning of the task performed by the subject in the digital and 
the ending of the task performed by the subject in the video 

invention. 

TECHNICAL FIELD 

The present disclosure pertains to monitoring systems and 
assessment tools, and the like. More particularly, the present 
disclosure pertains to video analysis monitoring systems and 
systems for assessing risks associated with movement and 
exertions. 

BACKGROUND 

A variety of approaches and systems have been developed 
to monitor physical stress on a subject. Such monitoring 
approaches and systems may require manual observations 
and recordings, cumbersome wearable instruments, complex 
linkage algorithms, and/or complex three-dimensional (3D) 
tracking. More specifically, the monitoring approaches and 
systems may require detailed manual measurements, manual 
observations over a long period of time, observer training, 
sensors on a subject, and/or complex recording devices. Of 
the known approaches and systems for monitoring physical 
stress on a subject, each has certain advantages and disad­
vantages. 

SUMMARY 

This disclosure is directed to several alternative designs 
for, devices of, and methods of using monitoring systems 
and assessment tools. Although it is noted that monitoring 
approaches and systems are known, there exists a need for 
improvement on those approaches and systems. 

Accordingly, one illustrative instance of the disclosure 
may include a marker-less subject tracking system. The 
tracking system may include an input port and a controller 
in communication with the input port. The input port may 
receive video of a subject performing a task. The controller 
may be configured to identify one of a beginning of the task 
performed by the subject in the video and an ending of the 
task performed by the subject in the video. The controller 
may be configured to determine a twisting position of the 
subject performing the task in the video. 

Alternatively or additionally to any of the embodiments 
above, the twisting position of the subject performing the 
task in the video may be determined for a time when each 
of the identified one of the beginning of the task performed 

25 occurs. 
Alternatively or additionally to any of the embodiments 

above, the controller may be configured to identify when the 
task begins based on determining a frame in the video in 
which a first ghost effect first appears, and identify when the 

30 task ends based on determining a frame in the video in which 
a second ghost effect first appears. 

Alternatively or additionally to any of the embodiments 
above, the controller may be configured to identify a loca­
tion of hands of the subject in the video at the identified one 

35 of the beginning of the task performed by the subject in the 
video and the ending of the task performed by the subject in 
the video based on a location of the ghost effect in the digital 
video. 

Alternatively or additionally to any of the embodiments 
40 above, the controller may be configured to determine the 

twisting position of the subject performing the task in the 
video based on the location of hands of the subject in the 
video at the identified one of the beginning of the task 
performed by the subject in the video and the ending of the 

45 task performed by the subject in the video based on the 
location of the ghost effect in the video. 

Alternatively or additionally to any of the embodiments 
above, the controller may be configured to identify a loca­
tion of hands of the subject in the video and determine the 

50 twisting position of the subject performing the task in the 
video based on the location of the hands of the subject in the 
video. 

Alternatively or additionally to any of the embodiments 
above, the controller may be configured to identify a loca-

55 tion of a first feature of the subject in a frame of the video, 
identify a location of a second feature of the subject in the 
frame of the video, and determine the twisting position of 
the subject in the frame of the video based on the identified 
location of the first feature of the subject and the identified 

60 location of the second feature of the subject. 
Alternatively or additionally to any of the embodiments 

above, the video may include a first video from a first camera 
and a second video from a second camera. The controller 
may be configured to determine a position of the first camera 

65 relative to a position of the second camera based on the first 
video and the second video, determine three-dimensional 
locations of a first set of features of the subject performing 
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subject in two-dimensional video from a second camera; and 
determine a body asymmetry angle of the subject in the 
video based on the first set of coordinates of the body feature 
points and the second set of coordinates of body feature 
points. 

Alternatively or additionally to any of the embodiments 
above, the instructions may be executable by the processor 
to determine a set of three-dimensional coordinates of the 

the task in the video based on the position of the first camera 
relative to the position of the second camera, the first set of 
features as captured in the first video, and the first set of 
features as captured in the second video, and determine three 
dimensional locations of a second set of features of the 
subject performing the task in the video based on the 
position of the first camera relative to the position of the 
second camera, the second set of features as captured in the 
first video, and the second set of features as captured in the 
second video. 

body feature points based on the first set of coordinates and 
10 the second set of coordinates. 

Alternatively or additionally to any of the embodiments 
above, the controller may be configured to determine the 
twisting position of the subject performing the task in the 
video based on the determined three-dimensional locations 
of the first set of features of the subject performing the task 15 

in the video and the determined three-dimensional locations 
of the second set of features of the subject performing task 
in the video. 

In another illustrative instance of the disclosure, a com­
puter readable medium may have stored thereon in a non- 20 

transitory state a program code for use by a computing 
device. The program code may cause the computing device 
to execute a method for tracking a subject in video com­
prising identifying a subject within a frame of video, iden­
tifying one of a beginning of a task performed by the subject 25 

in the video and an ending of the task performed by the 
subject in the video, and determining a twisting position of 
the subject performing the task in the video. 

Alternatively or additionally to any of the embodiments 
above, determining the twisting position of the subject 30 

performing the task in the video may include determining 
the twisting position of the subject performing the task in the 
video for a time at which the identified one of the beginning 
of the task performed by the subject in the video and the 
ending of the task performed by the subject in the video 35 

occurs. 
Alternatively or additionally to any of the embodiments 

above, the method for tracking a subject in the video further 
include identifying a frame in the video at which the 
identified one of the beginning of the task performed by the 40 

subject in the video and the ending of the task performed by 
the subject in the video occurs, and determining the twisting 
position of the subject in the frame in the video at which the 
identified one of the beginning of the task performed by the 
subject in the video and the ending of the task performed by 45 

the subject in the video occurs. 
Alternatively or additionally to any of the embodiments 

above, the identifying the one of a beginning of the task 
performed by the subject in the video and an ending of the 
task performed by the subject in the video is based on when 50 

a ghost effect first appears in the video. 
Alternatively or additionally to any of the embodiments 

above, the method for tracking a subject in the video further 
include identifying a location of a first feature of the subject 
in a frame of the video and identifying a location of a second 55 

feature of the subject in the frame of the video. The 
determining the twisting position of the subject in the frame 
of the video may be based on the identified location of the 
first feature of the subject and the identified location of the 
second feature of the subject. 

In another illustrative instance of the disclosure, a marker­
less tracking system may include a processor and memory in 
communication with the processor. The memory may 
include instructions executable by the processor to identify 

60 

a first set of coordinates of body feature points of a subject 65 

in two-dimensional video from a first camera, identify a 
second set of coordinates of the body feature points of the 

Alternatively or additionally to any of the embodiments 
above, the body asymmetry angle of the subject in the video 
determined based on the first set of coordinates and the 
second set of coordinates may be determined based on the 
set of three-dimensional coordinates of the body feature 
points. 

The above summary of some example embodiments is not 
intended to describe each disclosed embodiment or every 
implementation of the disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The disclosure may be more completely understood in 
consideration of the following detailed description of vari­
ous embodiments in connection with the accompanying 
drawings, in which: 

FIG. 1 is a schematic view of an illustrative monitoring 
system capturing images of a task being performed; 

FIG. 2 is a schematic view of an illustrative monitoring 
system capturing images of a task being performed with two 
image capturing devices; 

FIG. 3 is a schematic box diagram of an illustrative 
monitoring system; 

FIG. 4 is a schematic box diagram depicting an illustrative 
flow of data in a monitoring system; 

FIG. 5 is a schematic flow diagram of an illustrative 
method of monitoring movement of a subject; 

FIG. 6A is an illustrative frame of video used as a 
reference frame in a monitoring system; 

FIG. 6B is an illustrative frame of video that may be 
compared to the reference frame in FIG. 6A by the moni­
toring system; 

FIG. 7 is a schematic view of an illustrative segmented 
frame of video depicting a result from comparing the frame 
of video in FIG. 6B with the reference frame of FIG. 6A; 

FIG. 8 is a schematic view of an illustrative segmented 
frame of video with a bounding box applied around an 
identified subject; 

FIGS. 9A-9C depict subjects in different illustrative ori­
entations, where the subjects are bound by a bounding box; 

FIG. 10 is a schematic flow diagram of an illustrative 
method of identifying a parameter of a subject; 

FIG. 11 is a schematic diagram of an illustrative decision 
tree technique for comparing values to thresholds; 

FIGS. 12A-12E are schematic views of illustrative seg­
mented frames of video showing an illustrative ghost effect 
appearing and disappearing in the frames of video over time; 

FIG. 13 is a chart depicting illustrative tracked horizontal 
movement of a subject in video; 

FIG. 14 is a schematic view of an illustrative segmented 
frame of video depicting a silhouette of a subject loading an 
object and in which a feet location of the subject is being 
determined; 

FIG. 15 is a schematic view of an illustrative segmented 
frame of video depicting a silhouette of a subject unloading 
an object and in which a feet location of the subject is being 
determined; 
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FIG. 16 is a schematic flow diagram of an illustrative 
method of representing portions of a subject in a frame of 
video; 

FIG. 17 is a schematic flow diagram of an illustrative 
approach for analyzing video of a subject performing a task; 
and 

FIG. 18 is a schematic flow diagram of an illustrative 
method of performing a risk assessment. 

While the disclosure is amenable to various modifications 
and alternative forms, specifics thereof have been shown by 
way of example in the drawings and will be described in 
detail. It should be understood, however, that the intention is 
not to limit aspects of the claimed disclosure to the particular 
embodiments described. On the contrary, the intention is to 
cover all modifications, equivalents, and alternatives falling 
within the spirit and scope of the claimed disclosure. 

DESCRIPTION 

For the following defined terms, these definitions shall be 
applied, unless a different definition is given in the claims or 
elsewhere in this specification. 

All numeric values are herein assumed to be modified by 
the term "about", whether or not explicitly indicated. The 
term "about" generally refers to a range of numbers that one 
of skill in the art would consider equivalent to the recited 
value (i.e., having the same function or result). In many 
instances, the term "about" may be indicative as including 
numbers that are rounded to the nearest significant figure. 

The recitation of numerical ranges by endpoints includes 
all numbers within that range (e.g., 1 to 5 includes 1, 1.5, 2, 
2.75, 3, 3.80, 4, and 5). 

Although some suitable dimensions, ranges and/or values 
pertaining to various components, features and/or specifi­
cations are disclosed, one of skill in the art, incited by the 
present disclosure, would understand desired dimensions, 
ranges and/or values may deviate from those expressly 
disclosed. 

As used in this specification and the appended claims, the 
singular forms "a", "an", and "the" include plural referents 
unless the content clearly dictates otherwise. As used in this 
specification and the appended claims, the term "or" is 
generally employed in its sense including "and/or" unless 
the content clearly dictates otherwise. 

The following detailed description should be read with 
reference to the drawings in which similar elements in 
different drawings are numbered the same. The detailed 
description and the drawings, which are not necessarily to 
scale, depict illustrative embodiments and are not intended 
to limit the scope of the claimed disclosure. The illustrative 
embodiments depicted are intended only as exemplary. 
Selected features of any illustrative embodiment may be 
incorporated into an additional embodiment unless clearly 
stated to the contrary. 

6 
body. As such, repetitive work (e.g., lifting, etc.) has been 
studied extensively. For example, studies have analyzed 
what is a proper posture that reduces physical injury risk to 
a minimum while performing certain tasks and have also 
analyzed how movement cycles (e.g., work cycles) and 
associated parameters (e.g., a load, a horizontal location of 
the origin and destination of the motion ( e.g., a lift motion 
or other motion), a vertical location of the origin and 
destination of the motion, a distance of the motion, a 

10 frequency of the motion, a duration of the movement, a 
twisting angle during the motion, a coupling with an object, 
etc.) relate to injury risk. Additional parameters associated 
with movement cycles that may contribute to injury risk may 
include the speed/velocity and acceleration of movement of 

15 the subject, an angle of a body of the subject ( e.g., a twisting 
position/angle (such as an asymmetry angle), a trunk angle, 
etc.), and/or an object moved at an origin and/or destination 
of movement. Some of these parameters may be used to 
identify a person's risk for an injury during a task based on 

20 guidelines such as the National Institute for Occupational 
Safety and Health (NIOSH) lifting equation (e.g., the 
revised NIOSH lifting equation) or the American Confer­
ence of Governmental Industrial Hygienists (ACGIH) 
Threshold Limit Value (TLV) for manual lifting, among 

25 others. Additionally, some of the above-noted parameters 
(e.g., an asymmetry angle, etc.) have been shown to be 
indicative of injury risk ( e.g., risk of lower back pain (LBP) 
or lower back disorders (LBD), etc.), but may not have 
typically been utilized in a meaningful manner when iden-

30 tifying a person's risk for injury during a task due to it being 
difficult to obtain consistent and accurate measurements of 
the parameters. 

In order to control effects of repetitive work on the body, 
quantification of parameters such as posture assumed by the 

35 body while performing a task, the origin and/or destination 
of objects lifted during a task, duration of the task, position 
assumed by the body during the task, twisting angle/position 
( e.g., a trunk asymmetry angle) of the body during the task, 
twisting angle/position of the body at the beginning and/or 

40 ending of the task, and frequency of the task, among other 
parameters, may facilitate evaluating an injury risk for a 
worker performing the task. A limitation, however, of iden­
tifying postures, the origin and destination of movement or 
moved objects, twisting angles/positions, and/or analyzing 

45 movement cycles is that it can be difficult to extract param­
eter measurements from an observed scene during a task. 

In some cases, wearable equipment may be used to obtain 
and/or record values of parameters in an observed scene 
during a task. Although the wearable equipment may pro-

50 vide accurate sensor data, such wearable equipment may 
require a considerable set-up process, may be cumbersome, 
and may impede the wearer's movements and/or load the 
wearer's body, and as a result, may affect performance of the 
wearer such that the observed movements are not natural 

55 movements made by the wearer when performing the 
observed task. Furthermore, it is difficult to identify an 
actual context of signals obtained from wearable instruments 
alone. Thus, it may be desirable to observe a scene during a 

Physical exertion is a part of many jobs. For example, 
manufacturing and industrial jobs may require workers to 
perform manual lifting tasks ( e.g., an event of interest or 
predetermined task). In some cases, these manual lifting 
tasks may be repeated throughout the day. Assessing the 
worker's movements and/or exertions while performing 60 

tasks required by manufacturing and/or industrial jobs and/ 

task without the use of wearable equipment. 
Observing a scene without directly affecting movement of 

the person performing the task may be accomplished by 
recording the person's movements using video. In some 
cases, complex 3D video equipment and measurement sen­
sors may be used to capture video of a person performing a 

or movements of workers in other jobs or activities may 
facilitate reducing injuries by identifying movement that 
may put a worker at risk for injury. 

Repetitive work ( e.g., manual work or other work) may be 
associated with muscle fatigue, back strain, injury, and/or 
other pain as a result of stress and/or strain on a person's 

65 task. However, complex 3D video systems and/or measure­
ment sensors may be cumbersome and may interfere with 
work activity. 
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Recorded video ( e.g., image data of the recorded video) 
may be processed in one or more manners to identify and/or 
extract parameters from the recorded scene. Some 
approaches for processing the image data may include 
recognizing a body of the observed person and each limb 
associated with the body in the image data. Once the body 
and limbs are recognized, motion parameters of the observed 
person may be analyzed. Identifying and tracking the body 
and the limbs of an observed person, however, may be 
difficult and may require complex algorithms and classifi- 10 

cation schemes. Such difficulties in identifying the body and 
limbs extending therefrom stem from the various shaped 
bodies and limbs may take and a limited number of distin­
guishable features for representing the body and limbs as the 
observed person changes configurations (e.g., postures) 15 

while performing a task. 
This disclosure discloses approaches for analyzing video 

of a subject performing a task, such as a lifting task or other 
suitable task, (e.g., recorded with virtually any digital cam­
era) that do not require complex classification systems, 20 

which results in approaches that use less computing power 
and take less time for analyses than the more complex and/or 
cumbersome approaches discussed above. In some cases, the 
approaches may be, or may be embodied in, a marker-less 
tracking system. The marker-less tracking system may iden- 25 

tify feature points of a subject ( e.g., a body of interest, a 
person, an animal, a machine and/or other subject) and a 
contour, or a portion of a contour, of the subject and 
determine parameter measurements from the subject in one 
or more frames of the video ( e.g., a width dimension and/or 30 

a height dimension of the subject, a location of hands and/or 
feet of a subject, a distance between hands and feet of the 
subject, when the subject is beginning and/or ending a task, 
and/or other parameter values, locations of wrists of the 
subject, locations of hips of the subject, locations of other 35 

suitable joints of the subject, etc.) 
In some cases, a bounding box ( described in greater detail 

below) may be placed around the subject and the dimension 
of the bounding box may be used for determining one or 
more parameter values and/or position assessment values 40 

relative to the subject. In another example, three-dimen­
sional coordinates of features points of the subject perform­
ing the task may be determined, without a complex 3D 
tracking system, once the subject in the video is identified. 
The dimensions of the bounding box, other parameters of the 45 

bounding box or the subject, and/or coordinates of feature 
points of the subject may be utilized for analyzing positions 
and/or movements of the subject and providing position 
assessment information of the subject using lifting guide­
lines, including, but not limited to, the NIOSH Lifting 50 

Equation and the ACGIH TLV for manual lifting. Although 
the NIOSH and ACGIH equations are discussed herein, 
other equations and/or analyses may be performed when 
doing a risk assessment of movement in a video. 

The NIOSH Lifting Equation is a tool used by safety 55 

professionals to assess manual material handling jobs and 
provides an empirical method for computing a weight limit 
for manual lifting. The NIOSH Lifting Equation takes into 
account measurable parameters including a vertical and 
horizontal location of a lifted object relative to a body of a 60 

subject, duration and frequency of the task, a distance the 
object is moved vertically during the task, a coupling or 
quality of the subject's grip on the object lifted/carried in the 
task, and an asymmetry angle or twisting required during the 
task. A primary product of the NIOSH Lifting Equation is a 65 

Recommended Weight Limit (RWL) for the task. The RWL 
prescribes a maximum acceptable weight (e.g., a load) that 

8 
nearly all healthy employees could lift over the course of an 
eight (8) hour shift without increasing a risk of musculo­
skeletal disorders (MSD) to the lower back. A Lifting Index 
(LI) may be developed from the RWL to provide an estimate 
of a level of physical stress on the subject and MSD risk 
associated with the task. 

The NIOSH Lifting Equation for a single lift is: 

LCxHMxVMxDMxAMxFMxCM~RWL 

LC, in equation (1 ), is a load constant of typically 51 pounds, 
HM is a horizontal multiplier that represents a horizontal 
distance between a held load and a subject's spine, VM is a 
vertical multiplier that represents a vertical height of a lift, 
DM is a distance multiplier that represents a total distance a 
load is moved, AM is an asymmetric multiplier that repre­
sents an angle between a subject's sagittal plane and a plane 
of asymmetry (the asymmetry plane may be the vertical 
plane that intersects the midpoint between the ankles and the 
midpoint between the knuckles at an asymmetric location), 
FM is a frequency multiplier that represents a frequency rate 
of a task, and CM is a coupling multiplier that represents a 
type of coupling or grip a subject may have on a load. The 
Lifting Index (LI) is defined as: 

(Weight lifted)/(RWL)~LI (2) 

The "weight lifted" in equation (2) may be the average 
weight of objects lifted during the task or a maximum weight 
of the objects lifted during the task. The NIOSH Lifting 
Equation is described in greater detail in Waters, Thomas R. 
et al., "Revised NIOSH equation for the design and evalu­
ation of manual lifting tasks", ERGONOMICS, volume 36, 
No. 7, pages 749-776 (1993), which is hereby incorporated 
by reference in its entirety. 

TheACGIH TLVs are a tool used by safety professionals 
to represent recommended workplace lifting conditions 
under which it is believed nearly all workers may be 
repeatedly exposed day after day without developing work­
related low back and/or shoulder disorders associated with 
repetitive lifting tasks. The ACGIH TLVs take into account 
a vertical and horizontal location of a lifted object relative to 
a body of a subject, along with a duration and frequency of 
the task. The ACGIH TL Vs provide three tables with weight 
limits for two-handed mono-lifting tasks within thirty (30) 
degrees of the sagittal (i.e., neutral forward) plane. "Mono­
lifting" tasks are tasks in which loads are similar and 
repeated throughout a work day. 

Certain parameters related to a subject performing a task 
( e.g., lifting and/or moving objects or any other task) may be 
and/or have been weighted less than other parameters when 
doing an injury risk assessment, for example, because it was 
difficult to determine, measure, and/or quantify the param­
eters. For example, in some cases, a subject's grip on an 
object and/or an angle of twisting (e.g., an asymmetry angle) 
while holding the object has been more difficult to determine 
and thus weighted less in an injury risk assessment than a 
frequency of the task, the speed of the task, the acceleration 
of the task, the distance from the hands to the feet of the 
subject when performing the task, the posture of the subject 
while performing the task, and/or other parameters, which 
have typically been easier to quantify. However, the weight 
applied to a parameter may differ for different tasks and/or 
analyses. In some cases, parameters weighted less than 
others may be neglected and not used during analyses of 
movement of the subject in the video, as long as it is noted 
that the parameters were not used in the analyses. 

A disclosed approach for analyzing recorded video of a 
task (e.g., a two-dimensional (2D) or 3D video depicting 
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lifts in a sagittal plane and/or one or more similar or different 
tasks) may include extracting simple features from the 
video, rather than using complex linkage models generally 
used in motion tracking. This approach may incorporate 
segmenting a subject ( e.g., a foreground) from a background 
via subtraction and then extracting motion parameters from 
subject ( e.g., a bounded foreground or other foreground), 
which does not require complex limb tracking. 

In some cases, a shape (e.g., a two-dimensional shape, 
such as a bounding box) may be manually drawn or drawn 
in an automated manner (e.g., computationally with a com­
puting device) tightly around the subject and the dimensions 
of the shape (e.g., a maximum height and a maximum width) 
may be indicative of the position and/or other parameters of 
the subject as the subject moves. In one example, dimen­
sions of a shape extending around the subject may indicate 
a posture of the subject. Further, in segmented frames of the 
video ghost effects of objects moved during a task (e.g., 
effects seen when a moving object becomes static and 
separated from the subject and/or when a static object starts 
to move) may be identified to determine a beginning and/or 
ending of a task performed by the subject, determine hand 
locations, hand locations relative to feet, to infer loading/ 
unloading locations of the subject, determine an orientation 
of the subject, and/or determine one or more other param­
eters relative to the subject. Based on extracted quantities 
from the dimensions of the subject in segmented frames of 
the video ( e.g., horizontal and vertical distance between the 
hands and feet, etc.), frequency of a task, speed of the 
subject during the task, acceleration of the subject or object 
moved during the task, and/or other parameters may be 
determined and/or analyzed (e.g., in the NIOSH Lifting 
Equation, in the ACGIH TLV for Manual Lifting, and/or in 
one or more other equations or analyses). 

Dimensions, such as a height dimension ( e.g., a maximum 
height dimension), a width dimension (e.g., a maximum 
width dimension) and/or other dimensions, of the subject in 

10 
are synchronized, a computer v1s10n algorithm (e.g., a 
structure from motion (SfM) algorithm and/or other suitable 
algorithm) may be applied to video from the cameras to 
determine camera positions relative to one another and 
orientations of the cameras. Then, based on the 2D coordi­
nates identified and the relative camera positions and/or 
orientations, 3D coordinates of joint positions or positions of 
other features of the subject may be identified and used to 
establish position information ( e.g., twisting/position angle, 

10 etc.) of the subject performing the task in the video. How­
ever, other suitable computer vision techniques using video 
from only a single camera, from two cameras, and/or from 
more than two cameras may be utilized for determining 3D 
locations (e.g., coordinates and/or other suitable locations) 

15 of the subject and/or other features in the video. 
One or more techniques may be applied to video to 

analyze video and determine 2D coordinates of various 
joints or other features of the subject while the subject is 
performing the task in the video. Example techniques, 

20 among other suitable techniques, are described in: Cao, Zhe, 
et al. "Realtime multi-person 2d pose estimation using part 
affinity fields." Proceedings of the IEEE Conference on 
Computer Vision and Pattern Recognition. 2017, which is 
hereby incorporated by references in its entirety for all 

25 purposes; Fang, H. S., et al. "Rmpe: Regional multi-person 
pose estimation." Proceedings of the IEEE International 
Conference on Computer Vision. 2017, which is hereby 
incorporated by references in its entirety for all purposes; 
Newell, B., Yang, K., and Deng, J., "Stacked hourglass 

30 networks for human pose estimation" CoRR, Vol. abs/ 
1603.06937.2016, which is hereby incorporated by refer­
ences in its entirety for all purposes; and Sun, K., Xiao, B., 
Liu, D., and Wang, J., "Deep high-resolution representation 
learning for human pose estimation," in CVPR, 2019, which 

35 is hereby incorporated by references in its entirety for all 
purposes. 

Turning to the Figures, FIG. 1 is a schematic view of an 
a segmented frame of the video may be obtained to provide 
position information ( e.g., posture or other position infor­
mation) for the subject in frames of the video. Position 40 

information for the subject in frames of the video may 
include, but is not limited to, determining joint angles of the 
subject and/or determining whether the subject is in a 
stooping position, bending position, squatting position, 
standing position, twisting position, etc. In some cases, 45 

position information for the subject in frames of the video 
may be determined based on locating joints of the subject in 
the video, as discussed in greater detail below. 

image capturing device 12 of an illustrative tracking and/or 
monitoring system (e.g., a tracking or monitoring system 10, 
as shown in FIGS. 3 and 4) set up to observe a subject 2 
perform a task (e.g., moving objects 4 from a shelf 6 to a 
table 8, as shown in FIG. 1, or other task). The image 
capturing device 12 may be or may include one or more of 
a phone (e.g., a camera-equipped smart phone or other 
phone), a portable digital camera, a dedicated digital camera 
(e.g., a security camera or other dedicated camera), a digital 
camcorder, a tablet computer, a laptop, a desktop, and/or a 
suitable other electronic device capable of recording video. 

Joint locations or other body feature locations used to 
determine position information may be identified using 50 

computer vision algorithms. In some cases, 2D coordinate 
locations of the joints or other features of a subject in 2D 
video may be identified and 3D coordinates of the joints or 
other features of the subject may be determined based on the 
identified 2D coordinates. Two-dimensional video from one 55 

Although the shelf 6 and the table 8 used in the performed 
task that is depicted in FIG. 1 are spaced from one another 
such that the subject 2 may be required to traverse a distance 
between the shelf 6 and the table 8, the shelf 6 and the table 
8 may be a suitable distance apart for a task that is less than 
or greater than what is depicted in FIG. 1. Additionally or 
alternatively, elements other than the shelf 6 and the table 8 
may be utilized when performing a task monitored with the or more cameras may be utilized to determine the 3D 

coordinates of joints or other features of the subject. 
In one example of determining 3D coordinates of joints or 

other features of the subject, two 2D cameras (e.g., a first 2D 
camera and a second 2D camera) may be utilized to record 
separate videos of the subject performing a task (e.g., a 
lifting task and/or other suitable task). A computer vision 
algorithm (e.g., OPENPOSE™ and/or other suitable com­
puter vision algorithms) may be applied to the video from 
each camera to determine 2D coordinates of various joints or 
other features of the subject while the subject is performing 
the task in the video. When the videos from the 2D cameras 

monitoring system 10 or other monitoring system. 
Video of the subject 2 performing a task may be captured 

with the image capturing device(s) 12 set up at a suitable 
60 angle relative to a sagittal plane and/or other portion of the 

subject 2 in the video. For example, the image capturing 
device 12 may be at an angle of 90 degrees (perpendicular) 
to the sagittal plane of the subject 2, 60 degrees to the 
sagittal plane of the subject 2, 120 degrees to the sagittal 

65 plane of the subject 2, within the range of 60 to 120 degrees 
to the sagittal plane of the subject 2, and/or within one or 
more other suitable ranges of angles relative to the sagittal 
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plane of the subject 2 The angles of the image capturing 
device 12 relative to the subject 2 may be measured from a 
center of a field of view of the image capturing device 12 
and/or other suitable reference point. Positioning of the 
image capturing device( s) 12 relative to the subject 2 may be 
configured to facilitate observing one or more parameters of 
the subject 2 including, but not limited to, a posture of the 
subject 2, movement of the subject 2, and/or other suitable 
parameters of the subject 2. 

In some cases, video of the subject 2 performing a task 10 

may be captured with two or more image capturing devices 
12. When two or more image capturing devices 12 are used, 
it may be possible to capture video of the subject 2 per­
forming a task at the above-noted angles relative to the 
sagittal plane of the subject 2 and/or at additional or alter- 15 

native angles relative to the sagittal plane of the subject 2. 
Additionally or alternatively, although 2D data is primarily 
discussed herein as being captured by the image capturing 
device(s) 12, the image capturing device(s) 12 may be 
utilized to capture 3D image data of the subject 2 and such 20 

3D image data may be utilized to analyze a task performed 
by the subject 2 in a manner similar to those described herein 
for captured 2D data. 

FIG. 2 depicts a schematic view of a first image capturing 
device 12a and a second image capturing device 12b of an 25 

illustrative tracking and/or monitoring system (e.g., the 
tracking or monitoring system 10, as shown in FIGS. 3 and 
4) set up to observe the subject 2 perform the task (e.g., 
moving the objects 4 from the shelf 6 to the table 8, as shown 
in FIG. 1, or other suitable task). As the first image capturing 30 

device 12a and the second image capturing device 12b may 
be located at different positions, the image capturing devices 
12a, 12b may capture the subject 2 performing the task at 
different angles relative to the subject 2. Although the first 
imaging capturing device 12a and the second image captur- 35 

ing device 12b are depicted side-by-side in FIG. 2, as can be 
seen in displays 15 of the respective first and second image 
capturing devices 12a, 12b, the second image capturing 
device 12b is capturing a view on an opposite side of the 
subject 2 performing the task from the first image capturing 40 

device 12a. The first and second image capturing devices 
12a, 12b may be positioned perpendicular to movement of 
the subject 2 during the task, but this is not required. 

In some cases, the two image capturing devices 12a, 12b 
may be synchronized so as to be capturing a scene at a same 45 

elapsed time (e.g., see the same elapsed time 13 in the first 
image capturing device 12a and in the second image cap­
turing device 12b) and/or frame of video at the same time 
(e.g., the elapsed time 13 may be in frames and/or one or 
more other measures of time, rather than in hours:minutes: 50 

seconds units, as shown in FIG. 2). Although a single image 
capturing device 12 and/or two or more image capturing 
devices 12 may be utilized for a variety of reasons, two or 
more image capturing devices 12 may facilitate identifying 
3D points of features in the 2D video captured by the image 55 

capturing devices 12, which may facilitate determining 
position information for performing a risk assessment on the 
subject 2 performing the task in the video. 

The monitoring system 10 may take on one or more of a 
variety of forms and the monitoring system 10 may include 60 

or may be located on one or more electronic devices. In 
some cases, the image capturing device(s) 12 of the moni­
toring system 10 may process the recorded video thereon. 
Alternatively, or in addition, the image capturing device 12 
may send, via a wired connection or wireless connection, at 65 

least part of the recorded video or at least partially processed 
video to a computing device (e.g., a laptop, desktop com-

12 
puter, server, a smart phone, a tablet computer, and/or other 
computer device) included in or separate from the monitor­
ing system 10 for processing. 

FIG. 3 depicts a schematic box diagram of the monitoring 
or tracking system 10. The monitoring or tracking system 
10, as depicted in FIG. 3, may include a controller 14 having 
a processor 16 (e.g., a microprocessor, microcontroller, or 
other processor) and memory 18. Further, the monitoring or 
tracking system 10 may include an input port 20 and an 
output port 22 configured to communicate with one or more 
components in communication with the controller 14 and/or 
with one or more remote devices over a network (e.g., a 
single network or two or more networks). The input port 20 
may be configured to receive inputs such as data or video 24 
(e.g., digital video and/or other video from the image 
capturing device 12, as shown in FIG. 1), instructions from 
a user interface 26 ( e.g., a display, keypad, touch screen, 
mouse, stylus, microphone, and/or other user interface 
device), communication signals, and/or other suitable 
inputs. The output port 22 may be configured to output 
information 28 (e.g., alerts, alarms, analysis of processed 
video, and/or other information), control signals, and/or 
communication signals to a display 30 (a light, LCD, LED, 
touch screen, and/or other display), a speaker 32, and/or 
other suitable devices having an electrical component. In 
some cases, the display 30 and/or the speaker 32, when 
included, may be components of the user interface 26, but 
this is not required, and the display 30 and/or the speaker 32 
may be, or may be part of, a device or component separate 
from the user interface 26. In some cases, the controller 14 
may include a timer (not shown). The timer may be integral 
to the processor 16 or may be provided as a separate 
component. 

The input port 20 and/or the output port 22 may be 
configured to receive and/or send information and/or com­
munication signals using one or more protocols. For 
example, the input port 20 and/or the output port 22 may 
communicate with other devices or components using a 
wired connection, ZigBee, Bluetooth, WiFi, IrDA, dedicated 
short range communication (DSRC), Near-Field Communi­
cations (NFC), EnOcean, and/or any other suitable common 
or proprietary wired or wireless protocol, as desired. 

In some cases, the image capturing device 12 may provide 
the video 24, the user interface 26, the display 30, and/or the 
speaker 32 and may be part of the monitoring or tracking 
system 10 or separate from the monitoring or tracking 
systems 10. When one or more of the image capturing device 
12, the user interface 26, the display 30, and/or the speaker 
32 are part of the monitoring system 10, the features of the 
monitoring system 10 may be in a single device ( e.g., two or 
more of the capturing device 12, controller 14, the user 
interface 26, the display 30, the speaker 32, and/or other 
suitable components may all be in a single device) or may 
be in multiple devices (e.g., the image capturing device 12 
may be a separate device that the display 30, but this is not 
required). In some cases, the monitoring or tracking system 
10 may exist substantially entirely in a computer readable 
medium ( e.g., memory 18, other memory, or other computer 
readable medium) having instructions (e.g., a control algo­
rithm or other instructions) stored in a non-transitory state 
thereon that are executable by a processor (e.g., the proces­
sor 16 or other processor) to cause the processor to perform 
the instructions. 

The memory 18 of the controller 14 may be in commu­
nication with the processor 16. The memory 18 may be used 
to store any desired information, such as the aforementioned 
monitoring or tracking system 10 ( e.g., a control algorithm), 
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recorded video, parameters values ( e.g., frequency, speed, 
acceleration, angles, start/end of a task, etc.) extracted from 
video, thresholds, equations for use in analyses ( e.g., 
NIOSH Lifting Equation, ACGIH TLV for Manual Lifting, 
etc.), and the like. The memory 18 may be any suitable type 
of storage device including, but not limited to, RAM, ROM, 
EPROM, flash memory, a hard drive, and/or the like. In 
some cases, the processor 16 may store information within 
the memory 18, and may subsequently retrieve the stored 
information from the memory 18. 

FIG. 4 depicts a schematic box diagram of a monitoring 
system 10 having an image capturing device 12 connected to 
a remote server 34 (e.g., a web server or other server) 
through a network 36. When so configured, the image 
capturing device 12 may send recorded video to the remote 
server 34 over the network 36 for processing. Alternatively, 
or in addition, the image capturing device 12 and/or an 
intermediary device (not necessarily shown) between the 
image capturing device 12 and the remote server 34 may 
process a portion of the video and send the partially pro­
cessed video to the remote server 34 for further processing 
and/or analyses. The remote server 34 may process the video 
and send the processed video and/or results of the processing 

10 

14 
the subject may be analyzed 110 to determine a position 
( e.g., a twisting position/angle, asymmetry angle, etc.) of the 
subject. In some cases, the analyses may include using the 
obtained parameter values in the NIOSH Lifting Equation, 
the ACGIH TLVs for Manual Lifting, and/or other move­
ment analyses equations to evaluate risk of injury to the 
subject while performing a task recorded in the video, but 
the obtained parameter values may be analyzed for one or 
more other purposes. 

Identifying 104 the subject in received video may be 
accomplished in one or more manners. For example, the 
subject may be identified 104 in received video by manually 
identifying the subject and/or by identifying the subject in an 
automated or at least partially automated manner (e.g., 

15 automatically and/or in response to a manual initiation). A 
subject may be manually identified by manually outlining 
the subject, by applying a shape ( e.g., a box or other shape) 
around the subject, by clicking on the subject, and/or manu­
ally identifying the subject in one or more other manners. 

20 Background subtraction or other suitable techniques may be 
utilized to automatically identify or identify in an automated 
manner a contour of the subject ( e.g., a foreground). Other 
suitable manual techniques and/or automated techniques 

of the video (e.g., a risk assessment, RWL, LI, etc.) back to 
the image capturing device, send the results to other elec- 25 

tronic devices, save the results, and/or perform one or more 
other actions. 

may be utilized to identify a subject in received video. 
Background subtraction may be performed in one or more 

manners. In general, background subtraction may be per­
formed by statistically estimating whether a pixel in the 
current frame of video ( e.g., each pixel or a set of pixels in 
the current frame) belongs to the background or the fore-

The remote server 34 may be any suitable computing 
device configured to process and/or analyze video and 
communicate with a remote device ( e.g., the image captur­
ing device 12 or other remote device). In some cases, the 
remote server 34 may have more processing power than the 
image capturing device 12 and thus, may be more suitable 
for analyzing the video recorded by the image capturing 
device, but this is not always the case. 

The network 36 may include a single network or multiple 
networks to facilitate communication among devices con­
nected to the network 36. For example, the network 36 may 
include a wired network, a wireless local area network 
(LAN), a wide area network (WAN) (e.g., the Internet), 
and/or one or more other networks. In some cases, to 
communicate on the wireless LAN, the output port 22 may 
include a wireless access point and/or a network host device 
and in other cases, the output port 22 may communicate with 
a wireless access point and/or a network access point that is 
separate from the output port 22 and/or the image capturing 
device 12. Further, the wireless LAN may include a local 
domain name server (DNS), but this is not required for all 
embodiments. In some cases, the wireless LAN may be an 
ad hoc wireless network, but this is not required. 

FIG. 5 depicts a schematic overview of an approach 100 
for identifying and analyzing movement of a subject ( e.g., 
the subject 2 or other suitable subject) in video without the 
use of sensors or continuous tracking of limbs of a subject 
via linkage algorithms. The approach 100 may include 
receiving 102 video from an image capturing source (e.g., 
the image capturing device 12 or other source) and identi­
fying 104 the subject in the video. Once the subject is 
identified 104, the subject may be bound 106 and the hands 
of the subject may be located 108. After locating 108 the 
hands of the subject, parameters values extracted from the 
video by identifying the subject, a bound of the subject, a 
location of the hands, and/or other parameters may be 
analyzed 110 to determine a position of the subject ( e.g., a 
lifting state or other state of the subject). Additionally or 
alternatively, parameter values extracted from the video by 
identifying joint locations or locations of other features of 

30 ground depicted in the frame. To facilitate statistically 
estimating whether a pixel belongs to the background or the 
foreground depicted in a frame, each pixel or set of pixels 
may be given a value based on a feature ( e.g., color, shading, 
intensity, etc.) of the pixel. Here, an underlying assumption 

35 is that values of a background pixel in a video will change 
slowly over time (e.g., background pixels may be expected 
to remain unchanged for at least a plurality of consecutive 
frames of video) compared to values of a foreground pixel 
( e.g., foreground pixels, especially those on or around a 

40 periphery of a subject, may be expected to change from 
frame-to-frame in video and/or at least more rapidly than 
background pixels). As a result, values of a pixel over a fixed 
window of a past set of frames can be used to estimate the 
pixel value at the current frame ( e.g., in some cases, the 

45 estimated pixel value may be considered an expected pixel 
value). If the prediction is sufficiently accurate with respect 
to an actual pixel value at the current frame, this pixel is 
likely to be and/or may be considered to be a background 
pixel. Otherwise, this pixel is likely to be and/or may be 

50 considered to be a foreground pixel. Alternatively or in 
addition, an estimated pixel value may be indicative of a 
foreground pixel and if the prediction is sufficiently accurate 
with respect to an actual pixel value at the current frame, the 
pixel is likely to be and/or may be considered to be a 

55 foreground pixel. Otherwise, the pixel is likely to be and/or 
may be considered to be a background pixel. 

As used herein, a pixel may be a smallest addressable 
element in an image or display device. Each pixel used to 
depict a frame of video may have an address or physical 

60 coordinates in a two-dimensional grid in the frame. 
One may model the values of a pixel over a fixed number 

of past video frames using a Mixture of Gaussian (MOG) 
model and update the model parameters adaptively as the 
algorithm progresses over time to provide estimates of pixel 

65 values and determine if a pixel belongs to the background or 
the foreground. An example MOG approach is described in 
Zivkovic, Zoran. "Improved adaptive Gaussian mixture 
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model for background subtraction." Pattern Recognition, 
2004, ICPR 2004, Proceedings of the 17th International 
Conference on. Vol. 2. IEEE, 2004, which is hereby incor­
porated by reference in its entirety. Another example MOG 
approach is described in Zivkovic, Zoran, and Ferdinand 
Van Der Heijden. "Efficient adaptive density estimation per 
image pixel for the task of background subtraction." Pattern 
recognition letters 27.7 (2006): 773-780, which is hereby 
incorporated by reference in its entirety. Additionally, or 
alternatively, other modeling techniques and/or segmenta- 10 

tion approaches may be utilized to differentiate between a 
background and a foreground. 

16 
accomplished in one or more other manners. After the 
initialization of the subject 2, any objects identified as 
moving (e.g., through identifying a ghost effect blob) 
between frames may be compared to the initialized subject 
2 in a previous frame and only moving objects matching the 
initialized subject 2 in the previous frame will be kept as 
foreground or as the subject 2. 

In some cases, the monitoring system 10 may not be able 
to recognize an entirety of the subject 2, which may result 
in an incomplete silhouette 40 of the subject 2 (e.g., the 
silhouette 40 may have one or more holes or gaps 42, as 
shown in FIG. 7) being produced from comparing pixels of 
successive frames of video. Such holes or gaps 42 may 
appear due to noise in the environment (e.g., illumination 
changes, shadows, etc.) around the background 38 and/or 
due to a pixel representing part of the subject 2 (e.g., one or 
more pixels in the frame) that may have an appearance ( e.g., 
intensity value) that is close to that of a pixel of the 
background 38 in a reference frame, such that the pixel value 
matches the background model. It is contemplated that the 
holes or gaps 42 may occur in a silhouette for one or more 
other reasons. 

The background subtraction and/or other video process­
ing discussed herein may be done on color video, gray-scale 
video, black and white video, and/or other video. In some 15 

cases, a color video may be converted to gray-scale to 
facilitate separating out the background from the subject, but 
this is not required. Using gray-scale video may reduce 
processing power needed to separate the background from 
the subject as only one channel is required to be processed 20 

by comparing corresponding pixels, whereas a color video 
may typically have three channels (a red charmel, a green 
channel, and a blue channel) for which corresponding pixels 
may need to be compared to possible pixel values based on 

The holes or gaps 42 in a silhouette 40 may be addressed 
in one or more marmers. In one example, the holes or gaps 

25 42 may be filed through morphological and/or other tech­
niques that fill-in gaps between identified portions of the 
silhouette 40. 

a distribution (as discussed below). 
FIGS. 6A and 6B depict frames of a video. In FIG. 6A, a 

frame having a background 38 is depicted without a subject 
2. FIG. 6B is a frame having the subject 2 with the 
background 38 of or substantially similar to the background 
38 in FIG. 6A. One of the frame in FIG. 6A and the frame 30 

Once the subject 2 has been identified in the video by 
identifying the silhouette 40, the subject 2 may be bound 
106. The subject 2 may be bound 106 using one or more 
manual and/or automated techniques. in FIG. 6B may be considered a reference frame and pixels 

of the other frame may be compared to corresponding 
possible pixel values from a distribution developed based on 
at least the reference frame and each pixel in the other frame 
may be assigned an indicator of being background or 
foreground (e.g., a number value, a color (e.g., black or 
white), etc.) using the segmentation approaches discussed 
above. 

FIG. 7 depicts a foreground subtraction resulting from 
segmenting FIG. 6B relative to FIG. 6A. As this may be the 
beginning of the video, the background may change and the 
possible background pixel value Gaussian distribution mix­
ture model ( e.g., the MOG model or other model) may be of 
only one distribution component with a mean value of the 
distribution being the same as the pixel values in FIG. 6A. 
The appearance of the moving subject in FIG. 6B may not 
be matched into the corresponding background model and as 
a result, the pixels of the moving subject may be considered 
the foreground ( e.g., as represented in white as a silhouette 
40) and the rest of the pixels may be considered the 
background (e.g., as represented in black). Although the 
segmentation is depicted in FIG. 7 with the background 
being black and the foreground being white, other colors or 
techniques (e.g., outlining, etc.) may be used to distinguish 
between a foreground and a background. Alternatively, 
segmentation may not be depicted and a display may depict 
the original video during and/or after processing of the video 
or no video at all. 

In one example of bounding the subject 2, marginal pixels 
of the silhouette 40 of the subject 2 in a horizontal direction 
and in a vertical direction may be identified. That is, an 

35 extreme-most pixel of the silhouette 40 in a positive y-di­
rection, an extreme-most pixel of the silhouette 40 in the 
negative y-direction, an extreme-most pixel of the silhouette 
40 in a positive x-direction, and an extreme-most pixel of the 
silhouette 40 in a negative x-direction may be identified 

40 relative to a center of the silhouette 40. A height dimension 
of the silhouette 40 may be identified by taking a difference 
of a vertical coordinate location on the grid of the frame for 
the extreme-most pixel of the silhouette 40 in the positive 
y-direction and a vertical coordinate location on the grid of 

45 the frame for the extreme-most pixel of the silhouette 40 in 
the negative y-direction. A width dimension of the silhouette 
40 may be identified by taking a difference of a horizontal 
coordinate location on the grid of the frame for the extreme­
most pixel of the silhouette 40 in the positive x-direction and 

50 a horizontal coordinate location on the grid of the frame for 
the extreme-most pixel of the silhouette 40 in the negative 
x-direction. The height dimension and the width dimension 
of the silhouette 40 may be used as or assigned as a height 
dimension and width dimension, respectively, of the subject 

55 2. 

Although the background in the frames of FIG. 6A and 
FIG. 6B is static or substantially static, the background 60 

subtraction techniques described above may be utilized on 
dynamically changing backgrounds. In such cases, an ini­
tialization of the subject 2 may be done to distinguish the 
moving subject 2 from other moving objects in the back­
ground. Such initialization may be accomplished by manu- 65 

ally or automatically applying a bounding box ( e.g., as 
discussed below) to or around the subject 2 and/or may be 

Alternatively, or in addition, the subject 2 may be bound 
106 by applying a bounding box 44 around silhouette 40, as 
shown in FIG. 8. The bounding box 44 may be applied close 
around the silhouette 40. In some cases, an edge of the 
bounding box 44 may tangentially pass each of the marginal 
pixels of the silhouette 40 in a positive y-direction, a 
negative y-direction, a positive x-direction, and a negative 
x-direction relative to a center of the silhouette 40. Alter­
natively or in addition, the bounding box 44 may be applied 
around the silhouette 40 to bound the subject 2 so as to 
extend through one or more other pixels of the silhouette 40 
and/or the background 38. The height and width dimensions 
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of the bounding box 44 may be equal to or may be indicative 
of a height dimension and width dimension of the silhouette 
40. Similar to as discussed above, the height dimension 
and/or the width dimension of the bounding box 44 may be 
used as or assigned as a height dimension and a width 
dimension, respectively, of the subject 2. Further, in some 
cases, the height and width dimensions of the bounding box 
44 may be indicative of an object 4 location, a hand location 
of the subject 2, and/or other parameter values. 

18 
assigned as the height and width dimensions of the subject. 
Alternatively or in addition, the height and width dimen­
sions of the subject may be determined from or assigned 
based on one or more different functions of the dimensions 
of the bound of the subject. Based, at least in part, on the 
height and width dimensions of the identified subject that are 
obtained from bounding the subject or are obtained in one or 
more other suitable manners, a parameter of the subject may 
be identified 206 ( e.g., a posture, orientation, and/or one or 

FIGS. 9A-9C depict the subject 2 in three different 
postures, respectively, with a bounding box 44 and identified 
locations of marginal pixels. In FIG. 9A, the subject 2 is in 
a standing position or posture, in FIG. 9B the subject 2 is in 
a stooping position or posture, and in FIG. 9C the subject 2 

10 more other suitable parameters of the subject may be pre­
dicted). Thus, as discussed above, parameter information 
may be extracted and/or predicted from video without the 
use of complex linkage models used in some motion track­
ing techniques and without taking complex measurements of 

15 angles of portions of the subject relative to other portions of 
the subject. 

is in a squatting position or posture. Each of FIG. 9A, FIG. 
9B, and FIG. 9C depict a coordinate system 46 relative to a 
center of a height and width of the subject 2. The coordinate 
system 46 is depicted for descriptive ( e.g., relational) pur­
poses only and is not necessarily part of the monitoring 
system 10. Further, FIGS. 9A-9C depict a marginal pixel 48 20 

in the x-positive direction, a marginal pixel 50 in the 
x-negative direction, a marginal pixel 52 in the y-positive 
direction, and a marginal pixel 54 in the y-negative direc­
tion. Then, optionally, the bounding box 44 may be applied 
around the subject 2 ( or the silhouette 40 of the subject 2) 25 

tangential to or otherwise relative to the marginal pixels 48, 
50, 52, 54. 

As can be seen from FIGS. 9A-9C, each of the respective 
orientations or postures of the subject 2 correspond to a 
different height and width dimension of the subject 2 or 30 

bounding box 44. It has been found that a height and a width 
of a subject 2 or bounding box 44 correlates with an 
orientation (e.g., posture or other orientation) of the subject 
2 and/or other parameters relative to the subject 2. As such, 
in a lifting analysis, the height and width dimension of the 35 

subject 2 or the bounding box 44 may be utilized to 
determine or predict at least the orientation of and/or the 
posture of the subject 2 and to determine injury risks for the 
subject without complex linkage algorithms, sensors and 
sensor data, and manual measurements ( e.g., hip and/or knee 40 

angles, etc.). 
FIG. 10 is a flow diagram of an approach 200 for 

determining an orientation of a subject ( e.g., the subject 2 or 
other suitable subject). The approach 200 may include 
identifying 202 a subject in video. The subject may be 45 

identified in a manner similar to as discussed above with 
respect to the step 104 of the approach 100 and/or in one or 
more other manners. 

Once the subject has been identified, a bound may be 
applied 204 to and/or around the identified subject. The 50 

bound may be a bounding box (e.g., the bounding box 44) 
and may be applied in a manner similar to as discussed 
above with respect to the step 106 of the approach 100. In 
some cases, the identified subject may be bound in one or 
more other manners including, but not limited to, identifying 55 

marginal pixels of the identified subject in a horizontal 
direction and in a vertical direction without defining a 
bounding box. 

When the subject has been bound, dimensions (e.g., 
height and width dimensions in pixels or other units and/or 60 

other suitable dimensions) of the subject in a frame of video 
may be determined from the dimensions of the bound of the 
subject (e.g., dimensions of the bounding box and/or dimen­
sions from differencing the marginal pixels in the vertical 
direction and differencing the marginal pixels in the hori- 65 

zontal direction). In one example, the height and width 
dimensions of the bound of the subject may be directly 

In some cases, a posture of the subject may be determined 
from the subject's identified and/or assigned dimensions 
based on one or more of the dimensions of the bound in one 
or more suitable manners. In one example, the posture of the 
subject may be determined based on the subject's deter­
mined height dimension and the subject's determined width 
dimension, but other dimensions of the subject may be 
additionally and/or alternatively used. In some cases, the 
posture and/or other parameter of the subject may be deter­
mined in real time ( e.g., in real time during recording of 
video and/or during playback of video). 

When determining the subject's posture based on the 
subject's identified or assigned height dimension and width 
dimension, the height and width dimensions of the subject 
may be normalized. In one example, the height and width 
dimensions of the subject may be normalized based on a 
standing height of the subject ( e.g., a normalizer) to obtain 
a normalized height of the subject and a normalized width of 
the subject. Normalizing the height of the subject and the 
width of the subject may include dividing the height of the 
subject by the normalizer and dividing the width of the 
subject by the normalizer. Alternatively or in addition, the 
height and the width dimensions of the subject may be 
normalized in one or more other suitable manners. Normal­
izing the dimensions of the subjects analyzed in video may 
facilitate accounting for varying anthropologies among the 
subjects having their movements analyzed. 

Although other postures of the subject may be identified, 
a standing posture, a stooping posture, and a squatting 
posture (e.g., see FIG. 9A-9C for depictions of these pos­
tures) may be a focus of posture analysis due to the rel­
evance of these postures in the NIOSH lifting equation 
and/or the ACGIH TLV for manual lifting, among other 
analyses. Generally, whether a person (e.g., the subject) is in 
a standing posture, a stooping posture, or a squatting posture 
may be determined from a knee bend angle and trunk bend 
angle. In one example, when the person has a knee bend 
angle that has not reached or gone beyond ( e.g., is less than) 
one hundred thirty (130) degrees, the person may be con­
sidered to be in a squatting posture. When the person has a 
knee bend angle that has reached or gone beyond ( e.g., is 
equal to or greater than) one hundred thirty (130) degrees 
and a trunk bend angle (e.g., a hip bend angle) that has 
reached or gone beyond forty ( 40) degrees, the person may 
be considered to be in a stooping posture. When the person 
has a knee bend angle that has reached or gone beyond one 
hundred thirty (130) degrees and a trunk bend angle that has 
not reached or gone beyond forty ( 40) degrees, the person 
may be considered to be in a standing position. As discussed 
above, however, it may be difficult to track bending angles 
of a subject in video due to such tracking requiring sensors, 
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manual identification, and/or complex limb tracking algo­
rithms and as a result, it may be difficult to determine 
postures of monitored subjects in frames of video. 

As referred to above, an additional or alternative tech­
nique for identifying standing, stopping, and squatting pos- 5 

tures of a subject in frames of video that does not require 
tracking of bending angles of a subject in video, use of 
sensors, use of manual identification, or use of complex limb 
tracking algorithms may include determining these postures 
based on one or both of the subject's height and width 10 

dimensions. In some cases, a value based on the height 
dimension of the subject and a value based on the width 
dimension of the subject (e.g., the height and width dimen­
sions of the subject, normalized height and width dimen­
sions of the subject, and/or other values based on the height 15 

and width dimensions of the subject) may be compared to 
one or more height thresholds and one or more width 
thresholds, respectively, to determine the subject's posture. 

When determining whether a subject in a frame of video 
is in a standing posture, a stooping posture, or a squatting 20 

posture, the value based on the height of the subject may be 
compared to a first height threshold and a second height 
threshold and the value based on a width of the subject may 
be compared to a first width threshold and a second width 
threshold. The values based on the dimensions of the subject 25 

may be compared to thresholds using one or more suitable 
techniques and in one or more suitable orders. In some cases, 
a technique using a decision tree 250, as shown in FIG. 11 
for example, may be utilized. Additional or alternative 
techniques for comparing the values based on the dimen- 30 

sions of the subject to thresholds may include, but are not 
limited to, look up tables, algebraic equations, and/or other 
suitable techniques. 

In an example using a decision tree, such as when the 
decision tree 250 is utilized, an analysis may start at a top of 35 

the decision tree 250 and initially the value based on the 
height of the subject may be compared to the first height 
threshold HrHI. When the value based on the height of the 
subject has reached or gone beyond (e.g., is equal to or 
greater than) the first height threshold HrHI, the subject may 40 

be classified as being in and/or may be assigned a standing 
posture. When the value based on the height of the subject 
has not reached or gone beyond the first height threshold 
Elm, then the value based on the height of the subject may 
be compared to the second height threshold HrH2· When the 45 

value based on the height of the subject has not reached or 
gone beyond ( e.g., is less than) the second height threshold 
HrH2, the subject may be classified as being in and/or may 
be assigned a squatting posture. When the value based on the 
height of the subject has not reached or gone beyond the first 50 

height threshold Elm and has reached or gone beyond the 
second height threshold HrH2, a value based on the width of 
the subject may be compared to the first width threshold 
Wan. When the value based on the width of the subject has 
reached or gone beyond the first width threshold W rHI, the 55 

subject may be classified as being in and/or may be assigned 
a stooping posture. When the value based on the height of 
the subject has not reached or gone beyond the first height 
threshold Elm and has reached or gone beyond the second 
height threshold HrH2 and the value based on the width of 60 

the subject to has not reached or gone beyond the first width 
threshold Wan, the value based on the width of the subject 
may be compared to the second width threshold W rH2· 

When the value based on the width of the subject has 
reached or gone beyond the second width threshold W rH2, 65 

the subject may be classified as being in and/or may be 
assigned a standing position. When the value based on the 

20 
width of the subject has not reached or gone beyond the 
second width threshold W rH2, the subject may be classified 
as being in and/or may be assigned a squatting position. 
Using a decision tree technique for comparing values based 
dimensions to dimension threshold values may result in an 
efficient determination of posture information for a moni­
tored subject. 

Values of the threshold values related to height and width 
of the subject may be suitable values related to a type of 
value that is used for the values based on the height and 
width dimensions of the subject. For example, when the 
values based on the height and width dimensions are nor­
malized using a normalizer of a standing height of a subject 
in the example above, the first height threshold HrHI may be 
a value in a range from about 0.90 to about 0.95, the second 
height threshold HrH2 may be a value in a range from about 
0.63 to about 0.68, the first width threshold Wan may be a 
value in a range from about 0.64 to about 0.69, and the 
second width threshold W rH2 may be a value in a range from 
about 0.51 to about 0.57. In one example, the first height 
threshold HrHI may be a about 0.93, the second height 
threshold HrH2 may be about 0.66, the first width threshold 
Wan may be about 0.67, and the second width threshold 
W rH2 may be about 0.54. Other values for thresholds used 
in determining a posture of a subject are contemplated. 

In addition to or as an alternative to being able to extract 
posture information and/or other information from video to 
assess injury risk or for another purpose, it may be useful to 
be able to locate 108 the hands of the subject, particularly at 
a beginning of a task ( e.g., when the subject is in a loading 
state) and at an ending of the task (e.g., when the subject is 
in an unloading state). Hand location may be determined in 
any manner. In some cases, the hands of the subject may be 
initialized, recognized, and/or tracked manually or by soft­
ware (e.g., in an automated manner), however, these tech­
niques may require the training of a continuous hand detec­
tor and may result in error because the hand of a subject is 
small (e.g., 20x10 pixels in video) and difficult to differen­
tiate from other portions of the subject. Moreover, tracking 
of the hand through each frame of video may require more 
processing power than it is desirable to devote to tracking 
the hands. 

As hand location at the beginning and ending of a task 
may be useful information for an assessment of the subject 
2 performing the task, a technique has been developed to 
identify the hands of the subject during frames when a task 
starts and when a task ends without necessarily searching for 
and tracking the hand through all or substantially all frames 
of the video and without specifically identifying the hands. 
In some cases, such a technique may utilize identifying 
"ghost effects" when the subject 2 loads and/or unloads the 
object 4. 

A ghost effect may be a set of connected and/or adjacent 
points ( e.g., a set of pixels in a frame) detected as being in 
motion, but not corresponding to any real moving objects. 
Such a definition of "ghost effects" is discussed in Shoush­
tarian, B. and Bez, H. "A practical adaptive approach for 
dynamic background subtraction using an invariant colour 
model and object tracking." Pattern Recognition Letters, 
January 2005, 26(1):5-26, January 2005, which is hereby 
incorporated by reference in its entirety. For example, a 
ghost effect may be a cluster of pixels that represents an 
appearance of a static object or a region of a scene where 
these pixels look different in a current frame than in one or 
more immediately previous frames. The ghost effect may 
appear and then disappear into background after the back-
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ground model learns and updates the new appearance of 
these pixels over a plurality of frames. 

22 

As such, in some cases, the ghost effects may be consid­
ered to be a by-product of the background subtraction 
technique discussed above and may be utilized to identify 5 

when a task begins and/or ends, along with a location of the 
hands of the subject when the task begins and/or ends. For 
example, as the background subtraction technique may 
update the background model (e.g., the Gaussian distribu­
tion background model, MOG) over two or more frames to 10 

adapt for backgrounds that are not static, it may take several 
frames for a moving object 4 to be considered background 
after the moving object 4 stops ( e.g., becomes static) and/or 

for the ghost effect 56 to disappear. To be considered a ghost 
effect 56, a cluster of pixels may need to satisfy one, some, 
or all of the above referenced principles and/or other prin-
ciples. 

FIGS. 12A-12E depict example frames with the subject 2 
and the ghost effect 56 as the ghost effect 56 is first identified 
and fades away over time. FIG. 12A depicts a frame with the 
ghost effect 56 near in time to when the ghost effect initially 
appears and the subject 2 picks up the object 4. Ten (10) 
frames after the frame of FIG. 12A, the frame of FIG. 12B 
depicts the ghost effect 56 being separate from the subject 2 
and object 4. Ten (10) frames after the frame of FIG. 12B, 
the frame of FIG. 12C depicts the ghost effect 56 starting to 
fade into the background. Ten (10) frames after the frame of 
FIG. 12C, the frame of FIG. 12D depicts the ghost effect 56 
almost completely faded into the background. Ten (10) 

is separated from the subject 2. Similarly for a static object 
4 that starts to move, the location where the object 4 was 15 

may take several frames to be considered background. As a 
result of this delay in recognizing what is background and 
what is foreground, a location of a moving object 4 after it 
stops moving (e.g., an ending location) and/or a location of 

frames after the frame of FIG. 12D, the frame of FIG. 12E 
no longer depicts the ghost effect 56. Although FIGS. 
12A-12E depict the ghost effect 56 completely or substan­
tially disappearing into the background after fifty (50) 
frames, the ghost effect 56 may be configured to be depicted 

a static object 4 before it begins moving (e.g., a beginning 20 

location) may show up as a blob or ghost effect in a frame 
of video. 

One case in which a ghost effect may occur is when a 
static object is moved and values of pixels at the region 
where the object was static become different from estimated 
values of the pixel based on a background model for pixels 
at the region and thus, that region may be considered to be 
foreground and/or depicted as such in a frame. The back­
ground model may then take several (e.g., two or more) 
frames to learn the new static appearance of that region and 
absorb the pixels of that region into the background model. 
That is, before the background model updates, the pixels of 
the region where the object was static are labeled as fore­
ground and are considered to depict a ghost effect. 

Another case where a ghost effect might occur is when a 
moving object becomes static. A region where the object 
stops may change its appearance from a previous appearance 
when the object was not present (e.g., the background) into 
an appearance associated with a subject or moving object 
(e.g., the foreground). As the background model of the 
region is built up with only pixel values for the previous 
appearance for when the object was not present in the 
region, a new presence of the static object in the region may 
be considered to be foreground. The background model may 
then take several frames to learn the new static appearance 
of the region with the newly received object and absorb the 
pixels of that region into the background model. Before the 
background model updates, the pixels of the region where 
the object stopped moving may be labeled as foreground 
and/or may be considered a ghost effect. 

Further and as discussed in greater detail below, the ghost 
effects 56, as shown for example in FIGS. 12A-12D, 14, and 
15, may be detected, and a subject's hand location may be 
determined from the detected ghost effects 56, by looking 
for clusters of foreground pixels in a frame of video that 
were not present in a reference frame or frames of the video. 
In some cases, ghost effects 56 may be identified when 
clusters of pixels satisfy certain principles. The principles 
may include, among other principles, consistency in time 
(e.g., a cluster of pixels show up in the same location in the 
following N frames), gradual vanishing ( e.g., a size of a 
cluster should be no larger than a size of the object and may 
gradually become smaller over a set of frames), the subject 
2 is in close proximity to the cluster of pixels when the 
cluster of pixels are initially identified, and a number of 
frames it may take for a cluster of pixels to become 
background is consistent with an expected number of frames 

for a longer or shorter amount of time ( e.g., in more or fewer 
frames). 

As a ghost effect 56 may initially occur at a beginning of 
25 task ( e.g., when an object starts to move) and/or at an end of 

a task ( e.g., when an object first becomes stationary and 
separated from the subject 2) and a subject's 2 hands may be 
at the location of a ghost effect to move the object at the 
beginning of a task and at the location of a ghost effect to 

30 place the object at the ending of a task, a hand location of 
the subject 2 may be determined ( e.g., inferred) from a 
location of the ghost effects 56. A first frame in which a 
ghost effect 56 is identified ( e.g., a first frame in a sequence 
of frames in which the ghost effect 56 appears) and a 

35 position of the ghost effect 56 in the first frame may be a 
recorded as the time of a beginning or ending of a task and 
a location of the hands of the subject 2 at that time, 
respectively. 

Although not required, a determination of the frame(s) 
40 where the task may start and/or end may be based at least 

partially on information known about a task. For example, as 
it may be known that the subject 2 or a portion of the subject 
2 performing a repetitive task reverses direction after start­
ing and/or ending the task, a start and an end of a task may 

45 be initially identified or confirmed by tracking a horizontal 
location of the subject in the frames of the video. 

The horizontal motion of the subject 2 may be tracked 
through successive frames in one or more marmers and 
without sensors on the subject 2. In one example, a mass 

50 center of the subject or a silhouette 40 of the subject 2 or 
other feature may be tracked to determine a horizontal 
location of the subject 2 throughout the video and when the 
subject 2 reverses direction. In some cases, a median filter or 
other filter may be applied to the tracking data to more 

55 consistently track the subject 2, as ghost effects ( described 
in greater detail below) of objects (e.g., the object 4 or other 
objects) held by the subject 2 may bias the mass center of the 
silhouette of the subject in one direction or another. 

FIG. 13 is an illustrative plot of tracked horizontal motion 
60 of the silhouette 40 of the subject 2 during a task that is 

repeated over time. Because the task is repeated, beginning 
and ending of individual tasks may occur at local extremes. 
In FIG. 13, a beginning of an individual task may be 
represented at a first reversal of horizontal movement by a 

65 "*" and an ending of an individual task may be represented 
at a second reversal of horizontal movement by an"'"". The 
frame(s) of the video associated with the timing of the"*" 
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may be the beginning of a task and the frame(s) of the video 
associated with the timing of the ,m, may be the end of the 
task. Although tracking the horizontal motion of the subject 
2 may be utilized to help determine when a beginning of a 
task or an ending of a task occur, this step is optional. 

The monitoring or tracking system 10 may search for an 
object appearing on a portion of the frame (e.g., the ghost 
effect 56 of the object 4), which may optionally occur after 
determining frames around the time a task begins and/or 
ends, but it is not required to determine or identify frames 
around when a task begins and/or ends to search for and/or 
identify an object appearing on a portion of the frame. In 
some cases, if it is known that a task begins on a left side of 

24 
The shank and feet area ( e.g., the region of interest) may 

be determined in any manner. In one example, a statistical 
method may be used to find the height of the shanks of the 
subject 2 as represented by the silhouette 40. For example, 
a shank height may be considered to be a percentage of a 
total height of the subject. In some cases, the shank height 
may be considered to be 0.10, 0.15, and/or other fraction of 
a height of the silhouette 40 of the subject 2. Thus, a vertical 
dimension of the region of interest where the feet center may 

10 lie may span from 0.15 of a height of the silhouette 40 of the 
subject 2 in the frame and a vertical dimension of the base 
of the bounding box 44. The horizontal dimension of the 
region of interest may span from a marginal pixel of the 
silhouette 40 in ax-positive direction (e.g., the most right 

a frame of video, the monitoring system 10 may look for the 
object or ghost effect appearing in the left side of the frame. 
Similarly, if it is known that a task ends on a right side of the 
frame, the monitoring system 10 may look for the object or 
ghost effect to be left in the right side of the frame. If it is 
not known where in a frame a task is expected to begin 

20 
and/or end, the monitoring system 10 may look for the 
object or ghost effect in the entire frame. 

15 pixel index) within the vertical dimension of the region of 
interest and a marginal pixel of the silhouette 40 in a 
x-negative direction (e.g., the most left pixel index) within 
the vertical dimension of the region of interest 58, as 
depicted in FIG. 14. 

In the situation where the subject 2 may be squatting and 
working with an object 4 near the ground, as shown in FIG. 
15, it is contemplated the hands of the silhouette 40 repre­
senting the subject 2 and/or the ghost effect 56 representing 
the object 4 may be located in the region of interest 58. To 

Once the locations of the hands of a subject 2 during a 
beginning and/or an ending of a task are identified, a vertical 
and/or horizontal distance between the locations of the 
hands and a location of the feet of the subject 2 may be 
determined. When the monitoring system 10 is performing 
a task analysis, such as a lifting analysis, the vertical and 
horizontal distances between the feet and hands when load­
ing and unloading an object may be necessary to calculate a 
recommended weight limit and/or may be utilized by the 
monitoring system to perform other analyses. 

Although the monitoring system 10 may determine a hand 
location as discussed above, a location of the feet within the 
frame(s) of video may need to be determined. The vertical 
location of the feet may be considered to be the same as the 
base of the bounding box ( e.g., a margin pixel in the negative 
y-direction). The horizontal coordinate of the feet location 
may be determined in one or more manners including, but 
not limited to, by using a weighted sum of a horizontal 
silhouette pixel index. The horizontal silhouette pixel index 
is, for example: 

25 facilitate determining a horizontal location of the feet when 
the hands and/or the object are located in the region of 
interest 58, the region of interest 58 may be adjusted (e.g., 
horizontally reduced) based on a size of the object 4 as 
represented by the ghost effect 56. The size of the object 4 

30 may be determined by multiplying a distance from the center 
of the ghost effect 56 (e.g., which may have been determined 
to locate the hands) to an edge of the bounding box 44 by 
two (2), as the outer edge of the object 4 may typically be 
considered a margin pixel defining an edge of the bounding 

35 box 44. 
Once the region of interest 58 is identified, a distance 

between the hands and feet of the subject may be deter­
mined. The distance between the hands and feet of the 
subject may then be used to assess movement of the subject 

40 2 in the video. 
Although segmentation of frames of video facilitates 

identifying subjects 2 and objects 4 in video based on 
movement of the subjects 2 and/or objects 4 relative to a 

~

most right pixel index . . 
, xwe1gh\ 

(
3
) background, one limitation is that if one of the subjects 2 

45 and/or objects 4 of interest, or portions thereof, stops mov­
ing for a set number of frames ( e.g., a predetermined number 
of two or more frames, which may depend on a background 
update rate), that subject 2 and/or object 4, or portions 
thereof, may be absorbed into the background. As a result, 

F C 
i=most left pixel index 

eet enterhorizontal = most right pixel index . 
Li=most left pixel index we1ghti 

The weight, may be the total number of pixels that is covered 
by the silhouette 40 at corresponding horizontal index i. 

Before applying the above formula, however, the moni­
toring or tracking system 10 may need to determine a region 
of interest where the feet center may lie. This may be entered 
manually through a user interface or the monitoring or 
tracking system 10 may determine, on its own, the region of 
interest where the feet center lies. In one example, the 
monitoring or tracking system 10 may set the region of 
interest where the feet center lies as an area of the subject's 
feet and shanks (e.g., shins) as represented by the silhouette 
40. FIGS. 14 and 15 depict the region of interest 58 of a 
silhouette 40 bounded with a bounding box 44 for deter­
mining a center of the feet when the silhouette 40 is 
beginning a task by loading an object represented by ghost 
effect 56 (FIG. 14) and when the silhouette 40 is ending a 
task by unloading the object represented by the ghost effect 
56 (FIG. 15). The monitoring system 10 may then determine 
the mass center of this area using equation (3). 

50 features that are meant to be in the foreground and be 
identified or tracked may become background and untrack­
able. In one such instance, among others, feet may be 
stationary at one or more times while the subject 2 is 
performing a monitored task and thus, the feet may be 

55 absorbed into the background. Losing a location of the feet 
may be problematic because a useful measurement in moni­
toring the subject 2 performing a task is a horizontal and/or 
vertical distance between the subject's hands and feet, as 
discussed above. Additionally or alternatively, when the feet 

60 disappear from a foreground in segmented video, a bound 
around the subject 2 may change and the subject 2 may be 
assigned an inaccurate posture and/or other parameter mea­
surements may be affected. Although the feet disappear from 
the silhouette 40 representing the subject 2 due to a lack of 

65 motion of the feet, temporal information and/or appearance 
information may be utilized to retrieve the feet and maintain 
the feet in the foreground when the feet are stationary. 
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To account for the situation when feet and/or other 
portions of a silhouette representing a subject disappear 
from the foreground when it is desirable for such portions of 
the silhouette to be in the foreground, a location of the feet 
and/or other portions of the subject may be identified by 
utilizing an estimation of the location of the feet. For 
example, a location of the feet and/or other portions of the 
subject in a previous frame and/or a function thereof may be 
added to and/or substituted into a current frame when the 
feet and/or other portions of the subject have disappeared 
from the foreground in the current frame. In some cases, 
Bayesian-based estimation may be utilized to ensure the 
foreground in each frame of video includes a silhouette of 
the feet of the subject. Although we discuss estimating 
locations of the feet ofa subject, other portions of the subject 
may be located through estimation in a manner similar to as 
discussed herein with respect to the feet of the subject. 

One example formula that may be used to estimate a 
location of the subject's feet is as follows: 

26 
dence level obtained as a direct result of the pixel-by-pixel 
intensity cross-correlation as compared to an expected result 
of the pixel-by-pixel intensity cross-correlation) goes 
beyond (e.g., is greater than, as depicted in FIG. 15, or less 
than) a pre-set confidence threshold ( e.g., the pre-set thresh­
old may be set as 0.85, 0.9, 0.95, and/or set at one or more 
other suitable threshold values), then the feet portion of the 
silhouette in the region of interest 58 of the current frame 
may be estimated to be the same as that of the previous 

10 frame and the region of interest 58 of the previous frame 
may be utilized for the region of interest 58 of the current 
frame. This happens when the feet of the subject are steady 
and the motion information is disregarded. If the confidence 

15 value of cross-correlation has not reached (e.g., is lower 
than, as depicted in FIG. 15, or is greater than) the pre-set 
confidence threshold, then the feet portion of the silhouette 
40 in the region of interest 58 for the current frame may be 
utilized as the feet of the silhouette 40 in the current frame. 

20 This happens when the feet of the subject 2 are moving and 
Posterior probabilityccprior probabilityxlikelihood (4) motion information is considered. 

where the prior probability term in equation (4) may be an 
estimated feet location of a silhouette 40 in a current frame 
of video based on a previous frame of video. In one example, 
the estimated feet location may be the location of the feet of 
the silhouette 40 ( e.g., region of interest 58 or other location) 
in the previous frame or a different function of the location 
of the feet of the silhouette 40 in the previous frame. 
Because the feet may not move fast from frame-to-frame for 

The pixel-by-pixel intensity cross-correlation and confi­
dence level determination of the region of interest 58 in 
different frames of video may be performed using digital 

25 image correlation and tracking (DIC) techniques and/or 
other suitable cross-correlation techniques. Although cross­
correlation and the use of confidence levels is discussed 
herein for comparing the regions of interest 58 in a current 

a conventional video frame rate ( e.g., a frame rate in a range 30 

from 15 frames per second (fps) to 30 fps), the difference 
between the feet location of a silhouette 40 in the current 

frame and a previous frame of video to determine feet 
locations of the subject 2, other comparing techniques may 
be utilized to determine locations of feet of the subject 2 
and/or locations of other features of the subject 2. 

frame and that of the previous frame may be expected to be 
small ( e.g., as measured in change of pixel locations from 
frame-to-frame), with an average of about zero (0) pixels. As 
such, a plausible location for a feet portion of the silhouette 
40 in the current frame may be defined by a one or more 
pixels extending from the feet location of the silhouette 40 
in a previous frame. As discussed above, the region of 
interest 58 may identify a plausible location of the feet of the 
subject 2 represented by the silhouette 40 in the current 
frame. This region of interest 58 may be the bottom 10% of 
the area covered by the bounding box of the previous frame 
(the area shares the same width and 0.1 of the height of the 
bounding box) or other suitable percentage of the area 
covered by the bounding box of the previous frame. 

The likelihood term in equation (4) may be provided by 
motion information and appearance information. In some 
cases, the motion information and the appearance informa­
tion may be weighted relative to each other, but this is not 
required. In one example, the appearance information may 
have a greater weight (e.g., have a higher priority) than the 
motion information. To compare a current frame appearance 
in the region of interest 58 with a previous frame appearance 
within the region of interest 58 ( e.g., where the previous 
frame appearance within the region of interest 58 may be 
from a frame immediate before the current frame, may be 
from a frame at X-number of frames before the current 
frame, may be an average of previous frame appearances 
within the region of interest 58 over X-number of frames, a 
rolling average of previous frame appearances within the 
region of interest 58 over X-number of frames, or other 
suitable previous frame appearance within the region of 
interest 58), a pixel-by-pixel intensity cross-correlation of 
the region of interest 58 of the current frame and of the 
region of interest 58 of the previous frame may be utilized. 
If a confidence value of the cross-correlation ( e.g., a confi-

FIG. 16 depicts a flow diagram of an approach 300 for 

35 
ensuring feet of the subject 2 appear in the silhouette 40 even 
when the subject's feet are or are substantially static or 
stationary across a predetermined number of frames. In the 
approach 300, a current frame may be provided for analysis 
and background subtraction. As shown in a motion infor-

40 mation box 310, background subtraction may be performed 
312 on the frame to obtain 314 a segmented frame, including 
a region of interest 58 for the feet of the subject 2 repre­
sented by the silhouette 40. As shown in an appearance 
information box 320, a cross-correlation for the region of 

45 interest 58 in the segmented frame of the current frame and 
the region of interest 58 in a segmented frame of a previous 
frame may be obtained and a confidence level in the corre­
lation may be determined and compared 324 to a confidence 
level threshold CTH. In the case depicted in FIG. 16, the 

50 confidence level in the cross-correlation may be determined 
by comparing the result of the cross-correlation to an 
expected cross-correlation indicating the feet of the subject 
2 as represented by the silhouette 40 have disappeared from 
the foreground in the current frame, but other arrangements 

55 for determining a confidence level are contemplated. When 
the determined confidence level has gone beyond ( e.g., is 
greater than) the confidence level threshold CrH, the region 
of interest 58 and/or a portion of the silhouette 40 within the 
region of interest 58 of the segmented previous frame may 

60 be substituted 326 into the segmented current frame and the 
final segmented frame may be obtained 328. When the 
determined confidence level has not gone beyond (e.g., is 
equal to or less than) the confidence level threshold CrH, the 
region of interest 58 in the segmented current frame may be 

65 the obtained 328 final segmented frame. This technique for 
ensuring that stationary feet of the subject 2 appearing in a 
segmented frame when the feet have not moved or have not 
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moved a threshold amount over a predetermined number of 
frames is an example technique, and other techniques are 
contemplated. 

Video of a subject ( e.g., the subject 2 and/or other suitable 
subject) performing a task may be used to determine asym- 5 

metry body twisting positions/angles of the subject. Asym­
metry body twisting positions/angles of the subject may be 
determined ( e.g., estimated or otherwise computed) using 
3D coordinates of the subject's skeletal joints (e.g., angles, 
knees, hips, shoulders, elbows, wrists, etc.), where the 10 

asymmetry body twisting positions/angles may be used to 
determine an asymmetry angle of the subject at the begin­
ning and/or ending of the task observed in the video. The 
asymmetry angle of the subject during the task may be used 
in the NIOSH Lifting Equation, discussed above, for deter- 15 

mining a Recommended Weight Limit (RWL) and/or a 
Lifting Index for the task. 

NIOSH has defined the asymmetry angle as how far an 
object a subject is lifting or is setting down during a task is 
displaced from a mid-sagittal plane of the subject at the 20 

beginning or end of the task, in degrees. Generally, an 
asymmetry angle of the subject performing the task may be 
an angle between an asymmetry line ( e.g., a horizontal line 
joining a vertical line through a mid-point between inner 
ankle bones of the subject and a vertical line through a 25 

mid-point of hand grasps of an object by the subject during 
the task) and a mid-sagittal line of the subject (e.g., a line on 
the sagittal plane of the subject 2 passing through the middle 
point of the inner ankle bones of the subject) at the start of 
and end of the task ( e.g., a twisting angle/position at the start 30 

of or end of the task). In one example of determining the 
asymmetry angle, the asymmetry line of the subject may be 
determined at an instance of a start of a task and an instance 
of an end of the task and the mid-sagittal line of the subject 
may be determined when the subject is in a neutral body 35 

position ( e.g., when the subject 2 is positioned with its hands 
directly in front of the subject and there is minimal twisting 
at the legs, torso, or shoulders) at an instance before the start 

28 
FIG. 17 is an approach 400 utilizing a monitoring system 

(e.g., the monitoring system 10 and/or other suitable moni­
toring system) having two image capturing devices (e.g., 
two image capturing devices 12 and/or other suitable image 
capturing devices) to assess movement of a subject during 
an event of interest ( e.g., a lifting task in which the subject 
performs a lift one or more times or other suitable event of 
interest). The approach 400 may be performed automatically 
without any user input or may include at least some user 
input. Although not shown, the approach 400 may include 
receiving video of a task being performed by a subject ( e.g., 
the subject 2 and/or other suitable subject) from a first image 
capturing device (e.g., the first image capturing device 12a 
and/or other suitable image capturing device 12) and a 
second image capturing device (e.g., the second image 
capturing device 12b and/or other suitable image capturing 
device 12), where frames of the video from the first image 
capturing device and the second image capturing device may 
be synchronized relative to each other. Although two image 
capturing devices are utilized in the approach 400, a single 
image capturing device or additional image capturing 
devices may be utilized. 

In the method 400, the monitoring system (e.g., a non­
transitory computer readable medium having instructions 
stored thereon to perform the techniques discussed herein of 
the monitoring system 10 and/or other suitable monitoring 
system) may be configured to identify 402 a first set of 
coordinates of body feature points on the subject ( e.g., where 
the body feature points may include a first set of features, 
such as a left hip joint and a right hip joint, and a second set 
of features, such as a left wrist joint and a right wrist joint) 
using video from the first image capturing device and 
identify 404 a second set of coordinates of the body feature 
points on the subject using video from the second image 
capturing device. In the examples discussed herein, the 
identified coordinates of the body feature points on the 
subject may be two-dimensional coordinates ( e.g., 2D coor­
dinates on the x-axis and y-axis) on a pixel coordinate 
system in each frame of video from the first and second of the task and an instance before the end of the task at which 

both feet of the subject were at a same location as the feet 
are when the asymmetry line is determined at the start of the 
task and the end of the task, respectively. Alternatively or 
additionally, the mid-sagittal line of the subject may be 
determined at one or more other suitable instances. 

40 image capturing devices. 

In the approaches discussed herein, the asymmetry angle 
of the subject during the task (e.g., the twisting angle/ 
position of the subject at the beginning and ending of a task) 
may be determined or estimated as an angle between 1) a 
horizontal line joining a vertical line through a mid-point 
between hip joints of the subject and a vertical line through 
a mid-point between wrist joints of the subject and 2) the 
mid-sagittal line of the subject. The left and right hip joints 

Body feature points may be key points ( e.g., left ankle 
joint, right ankle joint, left knee joint, right knee joint, left 
hip joint, right hip joint, left shoulder joint, right shoulder 
joint, left elbow joint, right elbow joint, left wrist joint, right 

45 wrist joint, etc.) on a subject for determining a body asym­
metry angle of the subject performing the task. Key points 
on the subject may be points on the subject that can be used 
to produce a suitable estimation of the body asymmetry 
angle of the subject performing the task. In one example, the 

50 key points may include, but are not limited to, a left hip joint 
and a right hip joint ( e.g., used to determine or estimate a 
mid-sagittal line of the subject 2) and a left wrist joint and 
a right wrist joint ( e.g., used to determine or estimate a ( e.g., a first set of features) and the left and right wrist joints 

(e.g., a second set of features) are utilized as key body 
feature points for determining a twisting angle/position due 55 

to these body feature points often being observable while the 
subject performs the task. It is believed the hip joints may 
provide a suitable estimation of ankle location because if 
there is no foot movement, the angle location and hip 
location should be nearly identical. It is believed the wrist 
joints may provide a suitable estimations of hand locations 

location between hands grasping an object during the task). 
The monitoring system may utilize any suitable technique 

for determining coordinates of key body features points of 
the subject in obtained video, including, but not limited to, 
one or more publically available software tools that may be 
available to track features in video. In some cases, the 

60 above-discussed ghost effect monitoring/tracking may be 
utilized to determine 2D coordinates of body features points 
on the subject (e.g., hand location, feet location, etc.) In one 
additional or alternative example, OPENPOSE software 
may be applied to the received videos to determine the 2D 

as wrist joints are directly adjacent hands of the subject and 
more visible in captured video. If visible in the video, other 
body feature points may be utilized to determine twisting 
angles/positions of the subject during the task and when 
visible, may provide advantages over using locations of hip 
joints and wrist joints. 

65 coordinates of key body feature points on the subject. 
OPENPOSE software is an open-source computer vision 
algorithm software that may be capable of estimating 2D 
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coordinates of 25 skeletal joints on each frame of recorded 
video. Other approaches and/or techniques for estimating 
2D coordinates of key body features points on the subject 2 
in video of the subject performing the task may be utilized. 

30 
capturing device poses (e.g., extrinsic parameters) at frames 
associated with a beginning (e.g., a lifting frame) and/or an 
ending (e.g., a setting down frame) of a task. 

Although not required, coordinates of body feature points 
identified 402, 404, as discussed above, may be utilized here 
to facilitate determining the relative positions of the first and 
second image capturing devices with respect to one another. 
Alternatively or additionally, coordinates of other or addi­
tional body feature points may be identified at this point to 
facilitate determining the relative positions of the first and 
second image capturing devices with respect to one another. 
In some cases, body feature points of the subject may not be 
utilized to determine relative positions of the first and 
second image capturing devices with respect to one another 
and such relative positions may be determined based solely 
or primarily on background feature points discussed above 
and/or other suitable feature points. 

When estimating or determining the relative image cap­
turing device pose of each of the first and second image 
capturing devices with respect to one another, an epipolar 

To facilitate determining 3D coordinates of the key body 
feature points on the subject and twisting angles/positions of 
the subject, positions of the first image capturing device and 
the second image capturing device with respect to one 
another and/or a captured scene may be identified 406. The 
monitoring system 10 may be configured to identify 406 10 

relative positions of the first image capturing device and the 
second image capturing device capturing video of the sub­
ject performing the task using any suitable technique. Fur­
ther, although two image capturing devices are discussed as 
being used to facilitate determining coordinates of body 15 

features points, other suitable numbers of image capturing 
devices and/or other suitable video analysis techniques 
utilizing other suitable numbers of image capturing devices 
may be utilized to determine body features of the subject 
performing the task. 20 constraint may be utilized. The variables x and x' may 

denote, respectively, 3D homogeneous image coordinates at 
the first image capturing device and the second image 
capturing device corresponding to the same 3D points. The 

The identifying 406 relative positions of the image cap­
turing devices may be an optional step that is performed, for 
example, at an initial set up of the monitoring system or a 
first time a particular camera setup is utilized for capturing relative pose of second image capturing device (e.g., 

unknown) with respect to the first image capturing device 
( e.g., reference) may be represented by a rotation matrix (R) 
and a translation vector (t). An essential matrix may be 
defined as: 

E~[t])l, 

a scene. That is, in one example, once relative positions of 25 

the first image capturing device and the second capturing 
device are known, it may not be necessary to further identify 
406 the relative positions of the image capturing devices 
unless it is desirable to confirm the known relative positions 
and/or desirable for one or more other suitable reasons. 

In one example approach for determining positions of the 
imaging capturing devices, Structure from Motion (SfM) 
techniques may be utilized to identify relative positions/ 
locations (e.g., positions and poses and/or other suitable 
positions/locations) of the first and second image capturing 35 

devices with respect to one another and/or a captured scene. 
SfM is a computer vision technique used to jointly calibrate 

30 where [tlx is a 3x3 cross-product matrix defined by elements 
of the vector t. The epipolar constraint stipulates that: 

a pair of image capturing devices to facilitate estimating the 
3D positions of a set of feature points jointly shared by 
views of the image capturing devices. SfM may include the 40 

steps of 1) feature extraction and matching ( e.g., extracting 
corresponding feature points from video frames of first and 
second image capturing devices), and 2) Relative image 
capturing device pose estimation (e.g., estimating the image 
capturing device poses and positions using epipolar geom- 45 

etry). Various SfM formations and corresponding implemen­
tations are available as open-source software and/or propri­
etary software. One example SfM tool is from MATLAB™, 
but other SfM tools are contemplated. 

(2) 

Given 8 or more pairs of corresponding feature points x and 
x' (e.g., one or both of background features points and body 
feature points), the essential matrix E may be estimated 
using singular value decomposition. Then, the image cap­
turing device pose rotation matrix R and translation vector 
t can be derived accordingly. 

Once the relative pose of the first and second image 
capturing devices has been determined, 3D coordinates of 
the key body feature points may be determined. For 
example, given a pair of calibrated image capturing devices 
( e.g., where the number of image capturing devices K is 
known, such as i=l, 2, and R and t are known), the 3D 
coordinates of body feature points of interest ( e.g., key body 
feature points, such as a left hip joint, a right hip joint, a left 
wrist, a right wrist) may be determined from the 2D coor­
dinates for those body feature points of interest previously 
identified using a triangulation technique and/or one or more 
other suitable techniques. 

Triangulation in computer vision or video analysis may 
refer to a process of determining a point in a 3D space based 
on video from two or more perspectives capturing the point 
( e.g., based on video from two or more image capturing 

In some cases, one or more types of feature points may be 50 

extracted from the video and used in an SfM technique. For 
example, background features points and/or body feature 
points may be extracted during an SfM technique to estab­
lish relative poses or positions of the image capturing 
devices relative to one another. 

The feature extraction and matching step of SfM may 
utilize a Harris feature extractor to detect a set of distinct 2D 
background feature points in each frame of video from the 
two image capturing devices, but this is not required in all 
cases. The outcome may include a set of 2D coordinates and 
corresponding feature descriptor vectors for the background 
feature points. A Random Sample Consensus (RANSAC) 
feature matching algorithm may use the set of 2D coordi­
nates and corresponding feature descriptor vectors to estab­
lish a correspondence of detected 2D feature points from the 65 

video of each image capturing device. These background 
features points may be used to establish the relative image 

55 devices 12). An example triangulation technique for deter­
mining 3D coordinates of body feature points of interest is 
discussed below. 

In the example triangulation technique, a vector p may be 
denoted as a 4xl homogeneous coordinate of a 3D point 

60 whose homogeneous image coordinate is x, where: 

(3) 
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Matrix M may be a 4x3 matrix and m, r, = 1, 2, 3 are the three 
rows of the M matrix. The 2D coordinate of the k th body 
feature point corresponding top may be (xk, yk) a may be a 
constant relating to a depth of p. Hence: 

xk~(m/p)/(m3Tp) and Yk~(m2TP)i(m3Tp) 

In other words, 

{ 

(mf p)-x, ·(mjp) =0 

(mip)-y,·(mjp)=0 

(4) 

(5) 10 

32 
line of the subject. The determined 408 body asymmetry 
angle of the subject may then be calculated as the twisting 
angle/position of the subject in frames of video from the 
image capturing devices that include a beginning of a task 
( e.g., an initial lifting or grasping of an object) or an ending 
of the task (e.g., a setting down or releasing of the object 
lifted). 

The beginning of the task and/or the ending of the task 
may be determined in any suitable manner. For example, 
frames of video from one or both of the image capturing 
devices that include the beginning and/or ending of the task 
may be determined using the techniques discussed herein 
( e.g., initial identification of ghost effects, etc.) and/or other 
suitable techniques including, but not limited, to manual 

Or, in matrix form: 
15 identification and/or automated identification via suitable 

computer vision analyses in addition to those discussed 
herein. 

m[ 
0 

mI p = H,Mp =0 

(6) As discussed herein, the asymmetry angle measurements 
and estimations may be used in the NIOSH lifting equation -x, l 

1 -y, 
Hk mf 

Both of Hk and M may be known. Hk is a matrix formed for 
computational convenience and includes the known coordi­
nates coordinate (xk, yk) and 0, 1. Mis a matrix containing 
the parameters of the image capturing device. Gk may be a 
matrix of a same format as Hk formed by the pixel coordi­
nates of the body feature point (xk', yk') at the other image 
capturing device corresponding to p. L is the parameter 
matrix corresponding to this image capturing device. Then: 

20 to provide a more accurate RWL and/or LI. In some cases, 
as a task performed by a subject may be defined as spanning 
from a lifting or grasping of an object by the subject to a 
setting down or releasing of the object. When video captures 
a task being repeated by the subject, an average of the 

25 determined asymmetry angle of the subject at the beginning 
of the task and/or an average of the determined asymmetry 
angle of the subject at the end of the task may be used in the 
NIOSH lifting equation to determine the RWL or LI for the 
task. Alternatively or additionally, a maximum asymmetry 

[
H, Ml 
G L P4xl = M4x4P4xl = 0 

k 4x4 

(7) 

30 angle, a minimum asymmetry angle, a mode asymmetry 
angle, and/or other suitable statistics relative to the deter­
mined asymmetry angles for the beginning and/or ending of 
the task and determined from captured video may be utilized 
in the NIOSH lifting equation as the asymmetry angles at the 

35 start and/or end of the observed task to identify the RWL 
and/or the LI for the task. 

The matrix M' may be rank-deficient. One may solve pas the 
right singular vector corresponding to the minimum singular 
value of the matrix M'. This process may be repeated to 
estimate the 3D coordinates of each of the desired body 40 

feature points. As discussed above, the body feature points 

FIG. 18 is an approach 500 utilizing the monitoring 
system 10 to assess movement of a subject during an event 
of interest (e.g., a lifting task or other event of interest). 
Although not shown, the approach 500 may include receiv­
ing a video including an event of interest. The monitoring 
system 10 ( e.g., a non-transitory computer readable medium 
having instructions stored thereon to perform the techniques 
discussed herein) may compare 502 pixels in frames of 

of interest for determining a twisting angle/position of the 
subject at the beginning and/or end of a task ( e.g., the 
asymmetry angle), may be the left hip joint, the right hip 
joint, the left wrist joint, and the right wrist joint. 45 video to possible pixel values based on an identified distri­

bution to identify a subject within the frames of the video. 
As discussed above, the monitoring system 10 may compare 
successive frames of the video by comparing corresponding 

Based on the first set of coordinates ( e.g. the first set of 2D 
coordinates) for the body feature points (e.g., the key body 
feature points and/or other suitable body feature points) 
from the first image capturing device and the second set of 
coordinates ( e.g., the second set of 2D coordinates) for the 50 

body feature points from the second image capturing device, 
a body asymmetry angle of the subject in the video captured 
by the first and second image capturing devices may be 
determined 408. For example, using the first set of coordi­
nates and the second set of coordinates for the body feature 55 

points, the 3D coordinates of body feature points of the 
subject may be determined, as discussed above. Once the 3D 
coordinates of body feature points (e.g., left hip joint, right 
hip joint, left wrist joint, right hip joint, etc.) of the subject 
have been determined, a twisting angle/position of the 60 

subject may be determined for one or more of the frames of 
the video. In one example, as discussed above, the twisting 
angle/position of the subject may be an angle between 1) a 
horizontal line joining a vertical line through a mid-point 
between the 3D coordinates of the hip joints of the subject 65 

and a vertical line through a mid-point between 3D coordi­
nates of the wrist joints of the subject, and 2) the mid-sagittal 

pixels of the successive frames and/or by comparing the 
frames in one or more other manners. Once the subject has 
been identified, a beginning of an event of interest and an 
ending of the event of interest may be determined 504 ( e.g., 
by identifying ghost effects and/or with one or more other 
techniques). The event of interest may be any event involv­
ing the subject. In some cases, the event of interest may be 
a lifting task that is repeated over time. The techniques 
discussed herein and/or other techniques may be utilized to 
determine a beginning and/or an ending of an event of 
interest. One or more coordinates (e.g., marginal pixels, 
center of pixel mass, joint locations and/or other body 
feature point locations, etc.) of a subject within a frame may 
be identified and/or tracked 506 through a plurality of 
frames of the video as the subject moves within the frames 
over a period of time from the beginning of the event of 
interest and the end of the event of interest. When the event 
of interest involves a lifting task, the subject may be tracked 
from a location at which an object is picked up ( e.g., loaded) 



US 11,450,148 B2 
33 

until a location at which the object is set down (e.g., 
unloaded). Further, if the event of interest is repeated, the 
subject may be tracked while the event of interest is 
repeated. Then, based on coordinates of the subject during 
the event of interest and extracted information ( as discussed 
herein) based on the identified coordinates, the monitoring 
system 10 may perform 508 an assessment of movement of 
the subject during the event of interest. 

In some cases, the monitoring system 10 may identify or 10 
extract parameter values from the video including, but not 
limited to, frequency (e.g., from the horizontal location 
tracking), speed (e.g., an amount of time between a begin­
ning of an event and an end of the event), acceleration, 
positioning, and/or other parameter of the subject during the 15 

event of interest. Based on these parameters, posture, dis­
tance between hands and feet of the subject, trunk angle, 
twisting position/angle, asymmetry angle, and/or other suit­
able parameters, the monitoring system 10 may determine a 
recommended weight limit, a lifting index, and/or perform 20 

one or more other assessments of movements of the subject 
during the event of interest. The monitoring system may 
then provide an output ( e.g., an alert, report, etc.) in response 
to the assessment and/or save the assessment to memory. 
Further, the monitoring system 10 may be configured to 25 

capture and/or receive video in real time during an event of 
interest and perform real time processing and/or assess­
ments, in accordance with the approach 500 and as discussed 
herein, with the goal of preventing injuries and/or mitigating 30 
risks during the event of interest. 

Further, during the process of the monitoring or tracking 
system 10 processing the video, the video may be converted 
to frames similar to as depicted in FIGS. 7, 8, llA-llE, 13, 
and 14, where the background and the foreground have been 35 

distinguished, and displayed on a display ( e.g., the display 

34 
What is claimed is: 
1. A sensor-less subject tracking system comprising: 
an input port for receiving video of a subject performing 

a task, the video includes a first video from a first 
camera and a second video from a second camera; 

a controller in communication with the input port, the 
controller is configured to: 
determine a position of the first camera relative to a 

position of the second camera based on the first 
video and the second video; 

determine three-dimensional locations of a first set of 
features of the subject performing the task in the 
video based on the position of the first camera 
relative to the position of the second camera, the first 
set of features as captured in the first video, and the 
first set of features as captured in the second video; 

determine three dimensional locations of a second set 
of features of the subject performing the task in the 
video based on the position of the first camera 
relative to the position of the second camera, the 
second set of features as captured in the first video, 
and the second set of features as captured in the 
second video; 

identify one of a beginning of the task performed by the 
subject in the video and an ending of the task 
performed by the subject in the video; and 

determine a twisting position of the subject performing 
the task in the video based on the determined three­
dimensional locations of the first set of features of 
the subject performing the task in the video and the 
determined three-dimensional locations of the sec­
ond set of features of the subject performing task in 
the video; and 

wherein the controller is configured to determine the 
twisting position of the subject performing the task in 
the video without data from sensors configured to be 
worn by the subject. 

2. The system of claim 1, wherein the twisting position of 
the subject performing the task in the video is determined for 
a time when each of the identified one of the beginning of 
the task performed by the subject in the video and the ending 

30 or other display) for observation while the monitoring 
system analyzes the video. Alternatively, the original video 
may be displayed and the comparison of corresponding 
pixels in successive frames may be done in a process that is 
not displayed. Further, one or more of the bounding step and 
the hand location step ( e.g., marking of an identified center 

40 of the task performed by the subject in the video occurs. 
3. The system of claim 1, wherein the controller is 

configured to: 

of the hands) may be depicted on a display even if the 
comparison of corresponding pixels in successive frames is 45 
not depicted in a marmer similar to what is depicted in FIGS. 

identify a frame in the video at which the identified one 
of the beginning of the task performed by the subject in 
the video and the ending of the task performed by the 
subject in the video occurs; and 

determine the twisting position of the subject in the frame 
in the video at which the identified one of the beginning 
of the task performed by the subject in the video and the 
ending of the task performed by the subject in the video 
occurs. 

7, 8, llA-llE, 13, and 14, but rather the original video is 
displayed if any video is displayed. In some cases, the 
monitoring system 10 may output via the output port 22 
assessments and/or alerts based on assessments without 50 

displaying a portion of, or any portion of, an analysis of the 
video. 4. The system of claim 1, wherein the controller is 

configured to identify the one of the beginning of the task 
performed by the subject in the video and the ending of the 

55 task performed by the subject in the video based on deter­
mining when a ghost effect first appears in the video. 

Although the monitoring system 10 is discussed in view 
of manual lifting tasks, similar disclosed concepts may be 
utilized for other tasks involving movement. Example tasks 
may include, but are not limited to, manual lifting, sorting, 
typing, performing surgery, throwing a ball, etc. Addition­
ally, the concepts disclosed herein may apply to analyzing 
movement of people, other animals, machines, and/or other 
devices. 

5. The system of claim 4, wherein the controller is 
configured to determine a frame in the video at which the 
ghost effect first appears and identify the frame as when the 

60 identified one of the beginning of the task performed by the 
subject in the video and the ending of the task performed by 
the subject in the video occurs. Those skilled in the art will recognize that the present 

disclosure may be manifested in a variety of forms other 
than the specific embodiments described and contemplated 
herein. Accordingly, departure in form and detail may be 65 

made without departing from the scope and spirit of the 
present disclosure as described in the appended claims. 

6. The system of claim 4, wherein the controller is 
configured to: 

identify when the task begins based on determining a 
frame in the video in which a first ghost effect first 
appears; and 
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identify when the task ends based on determining a frame 
in the video in which a second ghost effect first appears. 

7. The system of claim 4, wherein the controller is 
configured to identify a location of hands of the subject in 
the video at the identified one of the beginning of the task 
performed by the subject in the video and the ending of the 
task performed by the subject in the video based on a 
location of the ghost effect in the digital video. 

8. The system of claim 7, wherein the controller is 
configured to determine the twisting position of the subject 10 

performing the task in the video based on the location of 
hands of the subject in the video at the identified one of the 
beginning of the task performed by the subject in the video 
and the ending of the task performed by the subject in the 
video. 15 

9. The system of claim 1, wherein the task is a lifting task 
and the controller is configured to: 

36 
a time at which the identified one of the beginning of the task 
performed by the subject in the video and the ending of the 
task performed by the subject in the video occurs. 

13. The computer readable medium of claim 11, the 
method for tracking a subject in the video further comprises: 

identifying a frame in the video at which the identified one 
of the beginning of the task performed by the subject in 
the video and the ending of the task performed by the 
subject in the video occurs; and 

determining the twisting position of the subject in the 
frame in the video at which the identified one of the 
beginning of the task performed by the subject in the 
video and the ending of the task performed by the 
subject in the video occurs. 

14. The computer readable medium of claim 11, wherein 
the identifying the one of a beginning of the task performed 
by the subject in the video and an ending of the task 
performed by the subject in the video is based on when a 

identify the beginning of the task performed by the 
subject in the video by identifying a beginning of a lift 
performed by the subject in the video; and 20 ghost effect first appears in the video. 

identify the ending of the task performed by the subject in 
the video by identifying an ending of the lift. 

10. The system of claim 1, wherein the controller is 
configured to: 

identify a location of a first feature of the subject in a 25 

frame of the video; 
identify a location of a second feature of the subject in the 

frame of the video; and 
determine the twisting position of the subject in the frame 

of the video based on the identified location of the first 30 

feature of the subject and the identified location of the 
second feature of the subject. 

11. A computer readable medium having stored thereon in 
a non-transitory state a program code for use by a computing 
device, the program code causing the computing device to 35 

execute a method for tracking a subject in video comprising: 
identifying a subject within a frame of video, the video 

includes a first video from a first camera and a second 
video from a second camera; 

identifying one of a beginning of a task performed by the 40 

subject in the video and an ending of the task performed 
by the subject in the video; 

determining a position of the first camera relative to a 
position of the second camera based on the first video 
and the second video; 

determining three-dimensional locations of a first set of 
features of the subject performing the task in the video 
based on the position of the first camera relative to the 
position of the second camera, the first set of features 

45 

as captured in the first video, and the first set of features 50 

as captured in the second video; and 
determining three dimensional locations of a second set of 

features of the subject performing the task in the video 
based on the position of the first camera relative to the 
position of the second camera, the second set of fea- 55 

tures as captured in the first video, and the second set 
of features as captured in the second video; and 

determining a twisting position of the subject performing 
the task in the video based on the determined three-
dimensional locations of the first set of features of the 60 

subject performing the task in the video and the deter­
mined three-dimensional locations of the second set of 
features of the subject performing task in the video. 

12. The computer readable medium of claim 11, wherein 
determining the twisting position of the subject performing 65 

the task in the video includes determining the twisting 
position of the subject performing the task in the video for 

15. The computer readable medium of claim 11, the 
method for tracking a subject in the video further comprises: 

identifying a location of a first feature of the subject in a 
frame of the video; 

identifying a location of a second feature of the subject in 
the frame of the video; and 

wherein the determining the twisting position of the 
subject in the frame of the video is based on the 
identified location of the first feature of the subject and 
the identified location of the second feature of the 
subject. 

16. A sensor-less tracking system comprising: 
a processor; and 
memory in communication with the processor, the 

memory includes instructions executable by the pro­
cessor to: 
determine three-dimensional coordinates of body fea­

ture points of a subject in video, wherein the video 
includes a first video from a first camera and a 
second video from a second camera and determining 
three-dimensional coordinates of body feature points 
of the subject in video comprises: 
determining a position of the first camera relative to 

a position of the second camera based on the first 
video and the second video; 

determining three-dimensional coordinates of a first 
set of body feature points of the subject in the 
video based on the position of the first camera 
relative to the position of the second camera, the 
first set of body feature points as captured in the 
first video, and the first set of body feature points 
as captured in the second video; and 

determining three dimensional coordinates of a sec-
ond set of features of the subject in the video based 
on the position of the first camera relative to the 
position of the second camera, the second set of 
body feature points as captured in the first video, 
and the second set of body feature points as 
captured in the second video; and 

determine a body asymmetry angle of the subject in the 
video based on the three-dimensional coordinates of 
the first set of body feature points of the subject in 
the video and the three-dimensional coordinates of 
the second set of body feature points of the subject 
in the video; and 
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wherein the three-dimensional coordinates of body 
feature points of the subject in the video are deter­
mined without data from sensors configured to be 
worn by the subject. 

17. The system of claim 16, wherein the memory further 
includes instructions executable by the processor to: 

identify two-dimensional coordinates of the body feature 
points of the subject in the video; and 

determine the three-dimensional coordinates of the body 
feature points of the subject based on the two-dimen- 10 

sional coordinates of the body feature points of the 
subject. 

18. The system of claim 17, wherein to identify the 
two-dimensional coordinates of body feature points of the 
subject in the video, the memory includes further instruc-
tions executable by the processor to: 

identify a first set of two-dimensional coordinates of the 
body feature points of the subject in two-dimensional 
video from a first camera; and 

15 

20 

identify a second set of two-dimensional coordinates of 
the body feature points of the subject in two-dimen­
sional video from a second camera· and 

wherein the three-dimensional body f~ature points of the 
subject are determined based on the first set of two- 25 

dimensional coordinates of the body feature points of 
the subject and the second set of two-dimensional 
coordinates of the body features points of the subject. 

19. A marker-less subject tracking system comprising: 
an input port for receiving video of a subject performing 30 

a task; 
a controller in communication with the input port, the 

controller is configured to: 
identify one of a beginning of the task performed by the 

subject in the video and an ending of the task 35 

performed by the subject in the video; 
identify a frame in the video at which the identified one 

of the beginning of the task performed by the subject 
in the video and the ending of the task performed by 
the subject in the video occurs; and 40 

determine a twisting position of the subject in the frame 
in the video at which the identified one of the 
beginning of the task performed by the subject in the 
video and the ending of the task performed by the 
subject in the video occurs. 45 

20. A marker-less subject tracking system comprising: 
an input port for receiving video of a subject performing 

a task; 
a controller in communication with the input port, the 

controller is configured to: 50 

identify one of a beginning of the task performed by the 
subject in the video and an ending of the task 
performed by the subject in the video based on 
determining when a ghost effect first appears in the 
video; 55 

identify a location of hands of the subject in the video 
at the identified one of the beginning of the task 
performed by the subject in the video and the ending 

38 
of the task performed by the subject in the video 
based on a location of the ghost effect in the digital 
video; and 

determine a twisting position of the subject performing 
the task in the video based on the location of hands 
of the subject in the video at the identified one of the 
beginning of the task performed by the subject in the 
video and the ending of the task performed by the 
subject in the video. 

21._A marker-less subject tracking system comprising: 
an mput port for receiving video of a subject performing 

a task, the video includes a first video from a first 
camera and a second video from a second camera· 

a controller in communication with the input port, 'the 
controller is configured to: 
identify one of a beginning of the task performed by the 

subject in the video and an ending of the task 
performed by the subject in the video; 

determine a position of the first camera relative to a 
position of the second camera based on the first 
video and the second video; 

determine three-dimensional locations of a first set of 
features of the subject performing the task in the 
video based on the position of the first camera 
relative to the position of the second camera, the first 
set of features as captured in the first video, and the 
first set of features as captured in the second video; 

determine three dimensional locations of a second set 
of features of the subject performing the task in the 
video based on the position of the first camera 
relative to the position of the second camera, the 
second set of features as captured in the first video, 
and the second set of features as captured in the 
second video; and 

determine a twisting position of the subject performing 
the task in the video based on the determined three­
dimensional locations of the first set of features of 
the subject performing the task in the video and the 
determined three-dimensional locations of the sec­
ond set of features of the subject performing task in 
the video. 

22. A computer readable medium having stored thereon in 
a non-transitory state a program code for use by a computing 
device, the program code causing the computing device to 
execute a method for tracking a subject in video comprising: 

identifying a subject in a video; 
identifying one of a beginning of a task performed by the 

subject in the video and an ending of the task performed 
by the subject in the video; 

identifying a frame in the video at which the identified one 
of the beginning of the task performed by the subject in 
the video and the ending of the task performed by the 
subject in the video occurs; and 

determining a twisting position of the subject in the frame 
in the video at which the identified one of the beginning 
of the task performed by the subject in the video and the 
ending of the task performed by the subject in the video 
occurs. 

* * * * * 




