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ABSTRACT 

A system and method for creating computed tomography 

(CT) images includes acquiring or accessing sinogram data 

and determining a photon count for the sinogram data. The 

method includes generating unbiased sinogram data from 

the sinogram data using an unbiased estimator and the 

photon count and reconstructing a CT image from the 
unbiased sinogram data. 
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SYSTEM AND METHOD FOR 
CONTROLLING ERRORS IN COMPUTED 

TOMOGRAPHY NUMBER 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] NIA 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH 

[0002] NIA 

BACKGROUND 

[0003] The present disclosure relates to systems and meth­
ods for medical image data preparation, acquisition, and/or 
reconstruction. More particularly, systems and method are 
provided for controlling errors in computed tomography 
(CT) numbers, for example, as can commonly occur at low 
or reduced energy levels. 
[0004] In traditional computed tomo~aphy sys~ems_, ~n 
x-ray source projects a beam that is collimated to he within 
an X-Y plane of a Cartesian coordinate system, termed _the 
"imaging plane." The x-ray beam p~sses thr~ugh_ the obJect 
being imaged, such as a medical pa~1ent, a_nd 1mpmges_u~on 
an array of radiation detectors. The mtens1ty of the radiation 
received by each detector element is dependent upon the 
attenuation of the x-ray beam by the object and each detector 
element produces a separate electrical signal that relates to 
the attenuation of the beam. The linear attenuation coeffi­
cient is the parameter that describes how the intensity of the 
x-rays changes when passing through an object. ~ften, the 
"mass attenuation coefficient" is utilized because 1t factors 
out the dependence of x-ray attenuations on the density of 
the material. The attenuation measurements from all the 
detectors are acquired to produce the transmission map of 
the object. 
[0005] The source and detector array in a conventional CT 
system are rotated on a gantry within the imaging pla_ne and 
around the object so that the projection angle at which the 
x-ray beam intersects the object constantly changes. A group 
ofx-ray attenuation measurements from the detector array at 
a given angle is referred to as a "view" and a "scan" o~ the 
object. These views are collected to form a set of views 
made at different angular orientations during one or several 
revolutions of the x-ray source and detector. In a two 
dimensional (2D) scan, data is processed to construct an 
image that corresponds to a 2D slice taken_ throu~ the 
object. The prevailing method for reconstructmg an rmage 
from 2D data is referred to in the art as the filtered back­
projection (FBP) technique. This process converts the 
attenuation measurements from a scan into integers called 
"CT numbers" or "Hounsfield units", which are used to 
control the brightness of a corresponding pixel on a display. 
[0006] Over the past 15 years, much effort h~s b~en 
committed to lowering radiation dose for x-ray CT 1magmg 
due to the potential cancer risks associated with the use of 
ionizing radiation in CT. Many efforts have been made to 
develop and commercialize systems and metho~s that en~ble 
low-dose CT imaging. Primarily, this has yielded nmse­
reduction algorithms that seek to reduce the inevitable 
decreases in SNR as dose is decreased. However, CT 
hardware with improved radiation dose efficiency, primarily 
x-ray detectors such as photon counting detectors, have also 
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been studied and developed to enable low dose CT imaging. 
Photon counting detector CT (PCD-CT) has been featured as 
one of the most important advances in low dose CT imaging 
due to its powerful noise rejection functionality in addition 
to other advantages such as spectral CT imaging capability. 
Currently, PCD-CT has been developed by major CT manu­
facturers for preclinical and clinical evaluations. In PCD­
CT the reduction of radiation exposure also helps to alle­
via~e one of the technical challenges, pulse pileup, which is 
more severe at higher exposure levels. 
[0007] When the radiation dose in CT imaging is lowered, 
not only are noise levels and photon starvation noise streaks 
elevated, but the CT number also becomes more and more 
inaccurate (i.e. , CT numbers are more severely biased w~en 
radiation exposure level is reduced). This CT number bias 
issue has been reported for both regular CT with standard 
FBP reconstruction and low dose CT with iterative image 
reconstruction algorithms. For these applications, inaccura­
cies (i.e. biases) in the CT number can lead to misdiagnosis, 
mistreatment, and other detrimental clinical consequences. 
[0008] The inaccuracy of CT numbers is easily confused 
with the inaccuracies caused by obvious image artifacts. 
This is one of the reasons that CT number bias issues are 
often overlooked in the CT imaging community. It is impor­
tant to note that CT number bias issues are intrinsically 
rooted in the statistical nature of photons and the standard 
image formation process that has been used for the past 50 
years in medical CT practices. In the current standard 
medical CT image formation process, after CT data are 
acquired, a log-transform is applied to gen~rate !he sin~gram 
data, then an image reconstruction algont~ 1s applied to 
reconstruct the CT images. However, there 1s a fundamental 
flaw in this image formation process. That is, the log­
transform itself is a statistically biased estimator, meaning 
that the statistical mean of the log-transformed data is 
different from the log-transform of the statistical mean of the 
data. In other words, different data processing orders (mean­
log and log-mean) result in different results. 
[0009] In medical CT, to avoid excessive radi~ti?~ do~e to 
patients and to shorten the prolonged data a~qms1t10n_ tl~e, 
one cannot take the log-mean since there 1s no stat1st1cal 
mean of the measured patient data available. This constraint 
in practical medical CT data acquisitions forces us to take 
the logarithmic transform of the single sample of the mea­
sured CT data and then images are reconstructed from the 
log-transformed sinogram data. Fortunately, this dif!'erence 
is often negligible when the x-ray exposure level 1s rela­
tively high (i.e. in normal radiation dose CT ima?ing prac­
tices). However, statistical bias becomes exponentially exac­
erbated in low dose CT imaging and it becomes a factor that 
must be addressed. Unlike artifact-related issues, for which 
a plethora of correction methods exis~, t_here i~ n~ correction 
method available to address the statistical bias m standard 
FBP-based CT images. 
[0010] Thus, it would be desirable to have systems and 
methods for managing or overcoming inaccuracy of CT 
numbers, for example, to improve image quality and/or 
facilitate dose reductions. 

SUMMARY 

[0011] The present disclosure provides systems and meth­
ods that overcome the aforementioned drawbacks by protect 
against the results of inaccuracies in CT n~mbers._ In one 
non-limiting example, a system and method 1s provided for 
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correcting bias in CT data. As one example, a method is 
provided for determining a photon count for given sinogram 
data and generating unbiased sinogram data from the sino­
gram data using an unbiased estimator and the photon count. 
Then, the unbiased CT data can be reconstructed into a CT 
image that otherwise would be degraded by the bias in the 
CT data, such as at a reduced or low dose. 
[0012] In accordance with one aspect of the disclosure, a 
method is provided for creating computed tomography (CT) 
images. The method includes acquiring or accessing sino­
gram data and determining a photon count for the sinogram 
data. The method further includes generating unbiased sino­
gram data from the sinogram data using an unbiased esti­
mator and the photon count and reconstructing a CT image 
from the unbiased sinogram data. 
[0013] In accordance with another aspect of the disclo­
sure, a computed tomography (CT) medical imaging system 
is provided that includes an x-ray source configured to 
deliver x-rays to an object as the x-ray source is rotated 
about the object and a detector having a plurality of detector 
elements configured to receive the x-rays and generate 
sinogram data therefrom. The system also includes a con­
troller configured to control the x-ray source to deliver the 
x-rays and to receive the sinogram data from the detector 
and a processor. The processor is configured to determine a 
photon count for the sinogram data for a plurality of detector 
elements, generate unbiased sinogram data from the sino­
gram data using an unbiased estimator and the photon count, 
and reconstruct a CT image from the unbiased sinogram 
data. 
[0014] In accordance with one other aspect of the disclo­
sure, a method is provided that includes controlling a 
computed tomography system to acquire biased sinogram 
data (y;) and determining a photon count (NJ from the 
sinogram data. The method also includes generating unbi­
ased sinogram data (y;) using at least one of: 

1 1 
Yi= Yi - 2N + -12 2 

, Ni 

1 1 1 
Yi= Yi - 2Ni + 12N; - 120N;; or 

1 1 0 1 0 1 
Y = Yi - - + -- + - - -- + - + --· 

' 2Ni 12N; N; 120N; N ,5 252N,6' 

[0015] wherein i increments for each of a plurality of 
elements of a detector used to acquire the sinogram data. The 
method also includes reconstructing an image from the 
unbiased sinogram data. 
[0016] The foregoing and other aspects and advantages of 
the invention will appear from the following description. In 
the description, reference is made to the accompanying 
drawings which form a part hereof, and in which there is 
shown by way of illustration a preferred embodiment of the 
invention. Such embodiment does not necessarily represent 
the full scope of the invention, however, and reference is 
made therefore to the claims and herein for interpreting the 
scope of the invention. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0017] The patent or application file contains at least one 
drawing executed in color. Copies of this patent or patent 
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application publication with color drawing(s) will be pro­
vided by the Office upon request and payment of the 
necessary fee. 
[0018] FIG. 1 is a schematic diagram of an example 
computer system that can be configured to implement the 
methods described herein. 
[0019] FIG. 2A is a schematic diagram of a C-arm x-ray 
computed tomography (CT) imaging system configured in 
accordance with the present disclosure. 
[0020] FIG. 2B is a perspective view of an example of an 
x-ray computed tomography (CT) system. 
[0021] FIG. 2C is a block diagram of CT system, such as 
illustrated in FIG. 2B. 
[0022] FIG. 3 is a fl.ow chart setting forth some example 
steps of a process for creating unbiased CT images in 
accordance with the present disclosure. 
[0023] FIG. 4 is a set of correlated images of two physical 
phantoms used to demonstrate some aspects of the present 
disclosure. 
[0024] FIG. 5 is a fl.ow chart setting forth some example 
steps of a process for creating unbiased CT images in 
accordance with the present disclosure in the presence of 
zero counts from detector elements. 
[0025] FIG. 6 is schematic illustration of a process for 
demonstrating the creation of CT images with bias correc­
tion. 
[0026] FIG. 7 is a set of colorized sonograms generated by 
subtracting the sonograms at a given reduced dose level with 
reference to a standard sinogram. 
[0027] FIG. 8 is a set of correlated images of a phantom 
generated by subtracting PCCT total energy bin image 
acquired at each dose level with the reference standard 
image. 
[0028] FIG. 9 is a graph showing measured bias values for 
different inserts in a phantom with and without the proposed 
bias correction. 
[0029] FIG. 10 is a set of correlated images of a DECT 
characterization phantom generated by subtracting the spec­
tral PCCT images acquired at the 50% dose level with the 
corresponding reference-standard image shown in FIG. 9. 

DETAILED DESCRIPTION 

[0030] Referring now to FIG. 1, a block diagram of an 
example system 10 is provided that can be configured to 
carry out techniques, methods, and processes accordance 
with the present disclosure. The system may include an 
imaging system 12 that is coupled to a computer system 14. 
The coupling of the imaging system 12 to the computer 
system 14 may be a direct or dedicated network connection, 
or may be through a broad network 16, such as an intranet 
or the Internet. 
[0031] The computer system 14 may be a workstation 
integrated with or separate from the medical imaging sys­
tems 12 or a variety of other medical imaging systems, 
including, as non-limiting examples, computed tomography 
(CT) system, magnetic resonance imaging (MRI) systems, 
positron emission tomography (PET) systems, single photon 
emission computed tomography (SPECT) systems, and the 
like. Furthermore, the computer system 14 may be a work­
station integrated within the medical imaging system 12 or 
may be a separate workstation or mobile device or comput­
ing system. To this end, the following description of par­
ticular hardware and configurations of the hardware of the 
example computer system 14 is for illustrative purposes. 
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Some computer systems may have varied, combined, or 
different hardware configurations. 

[0032] Medical imaging data acquired by the medical 
imaging system 12 or other imaging system can be provided 
to the computer system 14, such as over the network 16 or 
from a storage device. To this end, the computer system 14 
may include a communications port or other input port 18 
for communication with the network 16 and system coupled 
thereto. Also, the computer system 14 may include memory 
and storage capacity 20 to store and access data or images. 

[0033] In some configuration, computer system 14 may 
include one or more processing systems or subsystems. That 
is, the computer system 14 may include one or more 
physical or virtual processors. As an example, the computer 
system 14 may include one or more of a digital signal 
processor (DSP) 22, a microprocessor unit (MPU) 24, and a 
graphics processing unit (GPU) 26. If the computer system 
14 is integrated into the medical imaging system, a data 
acquisition unit 28 may be connected directly to the above­
described processor(s) 22, 24, 26 over a communications 
bus 30, instead of communicating acquired data or images 
via the network 16. As an example, the communication bus 
30 can be a group of wires, or a hardwire used for switching 
data between the peripherals or between any component, 
such as the communication buses described above. 

[0034] The computer system 14 may also include or be 
connected to a display 32. To this end, the computer system 
14 may include a display controller 34. The display 32 may 
be a monitor connected to the computer system 14 or may 
be integrated with the computer system 14, such as in 
portable computers or mobile devices. 

[0035] Referring to FIG. 2A, one, non-limiting example of 
the imaging system 12 of FIG. 1 is provided. Specifically, in 
this example, a so-called "C-arm" x-ray imaging system 100 
is illustrated for use in accordance with some aspects of the 
present disclosure. Such an imaging system is generally 
designed for use in connection with interventional proce­
dures. Such systems stand in contrast to , for example, 
traditional computed tomography (CT) systems 200, such as 
illustrated in FIG. 2B, which may also serve as an example 
of the imaging system 12 of FIG. 1. 

[0036] Referring again to FIG. 2A, the C-arm x-ray imag­
ing system 100 includes a gantry 102 having a C-arm to 
which an x-ray source assembly 104 is coupled on one end 
and an x-ray detector array assembly 106 is coupled at its 
other end. The gantry 102 enables the x-ray source assembly 
104 and detector array assembly 106 to be oriented in 
different positions and angles around a subject 108, such as 
a medical patient or an object undergoing examination, 
which is positioned on a table 110. When the subject 108 is 
a medical patient, this configuration enables a physician 
access to the subject 108. 

[0037] The x-ray source assembly 104 includes at least 
one x-ray source that projects an x-ray beam, which may be 
a fan-beam or cone-beam of x-rays, towards the x-ray 
detector array assembly 106 on the opposite side of the 
gantry 102. The x-ray detector array assembly 106 includes 
at least one x-ray detector, which may include a number of 
x-ray detector elements. Examples of x-ray detectors that 
may be included in the x-ray detector array assembly 106 
include flat panel detectors, such as so-called "small flat 
panel" detectors. Such a detector panel allows the coverage 
of a field-of-view of approximately twelve centimeters. 
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[0038] Together, the x-ray detector elements in the one or 
more x-ray detectors housed in the x-ray detector array 
assembly 106 sense the projected x-rays that pass through a 
subject 108. Each x-ray detector element produces an elec­
trical signal that may represent the intensity of an impinging 
x-ray beam and, thus, the attenuation of the x-ray beam as 
it passes through the subject 108. In some configurations, 
each x-ray detector element is capable of counting the 
number of x-ray photons that impinge upon the detector. 
During a scan to acquire x-ray projection data, the gantry 
102 and the components mounted thereon rotate about an 
isocenter of the C-arm x-ray imaging system 100. 
[0039] The gantry 102 includes a support base 112. A 
support arm 114 is rotatably fastened to the support base 112 
for rotation about a horizontal pivot axis 116. The pivot axis 
116 is aligned with the centerline of the table 110 and the 
support arm 114 extends radially outward from the pivot 
axis 116 to support a C-arm drive assembly 118 on its outer 
end. The C-arm gantry 102 is slidably fastened to the drive 
assembly 118 and is coupled to a drive motor (not shown) 
that slides the C-arm gantry 102 to revolve it about a C-axis, 
as indicated by arrows 120. The pivot axis 116 and C-axis 
are orthogonal and intersect each other at the isocenter of the 
C-arm x-ray imaging system 100, which is indicated by the 
black circle and is located above the table 110. 
[0040] The x-ray source assembly 104 and x-ray detector 
array assembly 106 extend radially inward to the pivot axis 
116 such that the center ray of this x-ray beam passes 
through the system isocenter. The center ray of the x-ray 
beam can thus be rotated about the system isocenter around 
either the pivot axis 116, the C-axis, or both during the 
acquisition of x-ray attenuation data from a subject 108 
placed on the table 110. During a scan, the x-ray source and 
detector array are rotated about the system isocenter to 
acquire x-ray attenuation projection data from different 
angles. By way of example, the detector array is able to 
acquire thirty projections, or views, per second. 
[0041] The C-arm x-ray imaging system 100 also includes 
an operator workstation 122, which typically includes a 
display 124; one or more input devices 126, such as a 
keyboard and mouse; and a computer processor 128. The 
computer processor 128 may include a commercially avail­
able programmable machine running a commercially avail­
able operating system. The operator workstation 122 pro­
vides the operator interface that enables scanning control 
parameters to be entered into the C-arm x-ray imaging 
system 100. In general, the operator workstation 122 is in 
communication with a data store server 130 and an image 
reconstruction system 132. By way of example, the operator 
workstation 122, data store server 130, and image recon­
struction system 132 may be connected via a communication 
system 134, which may include any suitable network con­
nection, whether wired, wireless, or a combination of both. 
As an example, the communication system 134 may include 
both proprietary or dedicated networks, as well as open 
networks, such as the Internet. 
[0042] The operator workstation 122 is also in communi­
cation with a control system 136 that controls operation of 
the C-arm x-ray imaging system 100. The control system 
136 generally includes a C-axis controller 138, a pivot axis 
controller 140, an x-ray controller 142, a data acquisition 
system (DAS) 144, and a table controller 146. The x-ray 
controller 142 provides power and timing signals to the 
x-ray source assembly 104, and the table controller 146 is 
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operable to move the table 110 to different positions and 
orientations within the C-arm x-ray imaging system 100. 

[0043] The rotation of the gantry 102 to which the x-ray 
source assembly 104 and the x-ray detector array assembly 
106 are coupled is controlled by the C-axis controller 138 
and the pivot axis controller 140, which respectively control 
the rotation of the gantry 102 about the C-axis and the pivot 
axis 116. In response to motion commands from the operator 
workstation 122, the C-axis controller 138 and the pivot axis 
controller 140 provide power to motors in the C-arm x-ray 
imaging system 100 that produce the rotations about the 
C-axis and the pivot axis 116, respectively. For example, a 
program executed by the operator workstation 122 generates 
motion commands to the C-axis controller 138 and pivot 
axis controller 140 to move the gantry 102, and thereby the 
x-ray source assembly 104 and x-ray detector array assem­
bly 106, in a prescribed scan path. 

[0044] The DAS 144 samples data from the one or more 
x-ray detectors in the x-ray detector array assembly 106 and 
converts the data to digital signals for subsequent process­
ing. For instance, digitized x-ray data are communicated 
from the DAS 144 to the data store server 130. The image 
reconstruction system 132 then retrieves the x-ray data from 
the data store server 130 and reconstructs an image there­
from. The image reconstruction system 130 may include a 
commercially available computer processor, or may be a 
highly parallel computer architecture, such as a system that 
includes multiple-core processors and massively parallel, 
high-density computing devices. Optionally, image recon­
struction can also be performed on the processor 128 in the 
operator workstation 122. Reconstructed images can then be 
communicated back to the data store server 130 for storage 
or to the operator workstation 122 to be displayed to the 
operator or clinician. 

[0045] The C-arm x-ray imaging system 100 may also 
include one or more networked workstations 148. By way of 
example, a networked workstation 148 may include a dis­
play 150; one or more input devices 152, such as a keyboard 
and mouse; and a processor 154. The networked workstation 
148 may be located within the same facility as the operator 
workstation 122, or in a different facility, such as a different 
healthcare institution or clinic. 

[0046] The networked workstation 148, whether within 
the same facility or in a different facility as the operator 
workstation 122, may gain remote access to the data store 
server 130, the image reconstruction system 132, or both via 
the communication system 134. Accordingly, multiple net­
worked workstations 148 may have access to the data store 
server 130, the image reconstruction system 132, or both. In 
this manner, x-ray data, reconstructed images, or other data 
may be exchanged between the data store server 130, the 
image reconstruction system 132, and the networked work­
stations 148, such that the data or images may be remotely 
processed by the networked workstation 148. This data may 
be exchanged in any suitable format, such as in accordance 
with the transmission control protocol (TCP), the Internet 
protocol (IP), or other known or suitable protocols. 

[0047] Similarly, referring to FIGS. 2B and 2C, the imag­
ing system 12 may include a traditional CT system 200, 
which includes a gantry 202 that forms a bore 204 extending 
therethrough. In particular, the gantry 202 has an x-ray 
source 206 mounted thereon that projects a fan-beam, or 
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cone-beam, of x-rays toward a detector array 208 mounted 
on the opposite side of the bore 204 through the gantry 202 
to image the subject 210. 
[0048] The CT system 200 also includes an operator 
workstation 212, which typically includes a display 214; one 
or more input devices 216, such as a keyboard and mouse; 
and a computer processor 218. The computer processor 218 
may include a commercially available programmable 
machine running a commercially available operating sys­
tem. The operator workstation 212 provides the operator 
interface that enables scanning control parameters to be 
entered into the CT system 200. In general , the operator 
workstation 212 is in communication with a data store server 
220 and an image reconstruction system 222 through a 
communication system or network 224. By way of example, 
the operator workstation 212, data store sever 220, and 
image reconstruction system 222 may be connected via a 
communication system 224, which may include any suitable 
network connection, whether wired, wireless, or a combi­
nation of both. As an example, the communication system 
224 may include both proprietary or dedicated networks, as 
well as open networks, such as the Internet. 
[0049] The operator workstation 212 is also in communi­
cation with a control system 226 that controls operation of 
the CT system 200. The control system 226 generally 
includes an x-ray controller 228, a table controller 230, a 
gantry controller 231, and a data acquisition system (DAS) 
232. The x-ray controller 228 provides power and timing 
signals to the x-ray module(s) 234 to effectuate delivery of 
the x-ray beam 236. The table controller 230 controls a table 
or platform 238 to position the subject 210 with respect to 
the CT system 200. 
[0050] The DAS 232 samples data from the detector 208 
and converts the data to digital signals for subsequent 
processing. For instance, digitized x-ray data are communi­
cated from the DAS 232 to the data store server 220. The 
image reconstruction system 222 then retrieves the x-ray 
data from the data store server 220 and reconstructs an 
image therefrom. The image reconstruction system 222 may 
include a commercially available computer processor, or 
may be a highly parallel computer architecture, such as a 
system that includes multiple-core processors and massively 
parallel, high-density computing devices. Optionally, image 
reconstruction can also be performed on the processor 218 
in the operator workstation 212 . Reconstructed images can 
then be communicated back to the data store server 220 for 
storage or to the operator workstation 212 to be displayed to 
the operator or clinician. 
[0051] The CT system 200 may also include one or more 
networked workstations 240. By way of example, a net­
worked workstation 240 may include a display 242; one or 
more input devices 244, such as a keyboard and mouse; and 
a processor 246. The networked workstation 240 may be 
located within the same facility as the operator workstation 
212, or in a different facility, such as a different healthcare 
institution or clinic. 
[0052] The networked workstation 240, whether within 
the same facility or in a different facility as the operator 
workstation 212, may gain remote access to the data store 
server 220 and/or the image reconstruction system 222 via 
the communication system 224. Accordingly, multiple net­
worked workstations 240 may have access to the data store 
server 220 and/or image reconstruction system 222. In this 
manner, x-ray data, reconstructed images, or other data may 
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be exchanged between the data store server 220, the image 
reconstruction system 222, and the networked workstations 
212, such that the data or images may be remotely processed 
by a networked workstation 240. This data may be 
exchanged in any suitable format , such as in accordance 
with the transmission control protocol (TCP), the Internet 
protocol (IP), or other known or suitable protocols. 

[0053] Using the above-described systems, systems and 
methods are provided for correcting bias in CT data. As one 
example, a method is provided for determining a photon 
count for given sinogram data and generating unbiased 
sinogram data from the sinogram data using an unbiased 
estimator and the photon count. Then, the unbiased CT data 
can be reconstructed into a CT image that otherwise would 
be degraded by the bias in the CT data, such as at a reduced 
or low dose. For example, the systems and methods pro­
vided can provide clinically viable CT images, even at 
reduced doses of less than 1 mGy. 

[0054] Before turning to these systems and methods, it is 
advantageous to consider the root cause of bias in CT 
images. In this explanation, the symbols (;), E(•), and ( (•) 
) interchangeably to denote the mathematical expectation of 
a random variable. For example, Nia denotes the expected 
x-ray photon number received by the ith detector element 
when there is no object present in the x-ray beam (i.e. , air 
scan); Ni denotes the actual photon number received by the 
ith detector element when an image object is present in the 
beam. Based on the Beer-Lambert law, Ni is related to Nia 
and the x-ray linear attenuation coefficient of the image 
objectµ by: 

R - R fmITT dE!l(E )e - ft/ 1µ(1, E) . 
I - iO , 

0 

(1 ) 

(2) 

[0055] where .Q(E) denotes the normalized effective x-ray 
spectrum, E i E [0, Emaxl , 1 represents the spatial path of the 

x-ray, and---; is the spatial location in the image object. From 
equation (1 ) to equation (2), the Mean Value Theorem is 
used. By taking the logarithmic transform of equation (2), 
the following well-known fundamental CT imaging equa­
tion can be obtained: 

(3) 

[0056] where Pi is the projection along point, i. As pointed 
out by both Dr. Cormack and Sir Hounsfield in their 1979 
Nobel Lectures, equation (3) has been used to formulate the 
CT reconstruction problem ever since CT was invented. 
Despite its wide use, equation (3) has an often overlooked 
issue. Specifically, this formulation in equation (3) is not 
intrinsically compatible with clinical CT acquisitions. Note 
that to get the log-normalized projection data, Pi, equation 
(2) requires the knowledge of both Nio and Ni. While Nio can 
be estimated via a large number of repeated air scans and 
ensemble averaging, in clinical CT imaging, one cannot 
repeatedly scan a patient to get Ni due to constraints in 
radiation dose, tube cooling, and clinical throughput. Con-
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sequently, one has to rely on a single measurement photon 
number (N;) to generate the so-called sinogram data, Yi, for 
CT reconstruction: 

(4) 

[0057] The replacement of the actual photon number for 
each detector element with the actual object to be imaged 
present, Ni by a single measurement of photon number, Ni 
has been implemented in almost all clinical CT scanners for 
the past 50 years. The inconsistency between the determin­
istic pi in equation (3) and the intrinsically stochastic data Yi 
in equation (4) gives rise to multiple problems. First, there 
is the well-known noise issue, particularly, when the dose 
(and, thus, N;) is low. Another problem that has been largely 
overlooked is that Yi is a statistically biased estimator of the 
desired projection data, Pi• 

( y,} =In N;v-( N,} c;p,=ln N,0 -l n N, (5) . 

[0058] The present disclosure recognizes that the differ­
ence between { y;) and Pi is defined as the statistical bias of 
the sinogram data: 

Biasy,={y,}-p, ln N,-{ In N,} (6) . 

[0059] For a random variable N that follows the Poisson 
distribution, its moment-generating function (MGF) is a 
useful tool to calculate high-order moments. The MGF is 
given by : 

= ,l" 
MN(s) := E {e'N) = I e'" e-" ;;-T = e"r<' - 17; 

n=O 

(6a) 

[0060] where E{ •} denotes mathematical expectation, 
11.=E{N} denotes the expected value of the random variable 
N, s is a variable of the MGF that calculates the moments as 
shown in equation (6b), and n is the index of summation. 
Using the above MGF, the kth-order moment Nk can be 
readily calculated by taking the kth-order derivative of the 
moment generating function with respect to the parameters 
at s=O: 

E{Nk) = dkM:(s)I ; 
ds s=O 

(6b) 

[0061] Once E{Nk} is calculated, the kth-order central 
moments for Nk can be calculated using the binomial theo­
rem as follows: 

(6c) 

[0062] The following Table shows the calculated central 
moments of Nk fork up to 10. 
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THE EXPANDED FORM OF E{(N - Af} FOR k :S 10. 

E[(N-A)] 
E[(N - A)2] 
E[(N - A)3

] 

E[(N -A)4] 
E[(N - A)s] 
E[(N - A)6] 
E[(N - 1c)7] 
E[(N - A)8

] 

E[(N - A)g] 
E[(N - A) 10

] 

0 
A, 
A, 

1c(l + 31c) 
1c(l + IOA) 
1c(l + 251c + 15A2

) 

1c(l + 561c + I 05P ) 
A(l + ll 9A+490A2 + 105A3

) 

1c(l + 2461c + 191 81c2 + 12601c3
) 

1c(l + 5011c + 6825A2 + 94 501c3 + 9451c4 ) 

[0063] The Taylor series of lnN around N=A is given by: 

(6d) 

[0064] As a result, the statistical bias of lnN can be readily 
calculated as follows : 

B ias1,N := E{lnN}- lnE[N} 
=E{lnN}-IM 

- . 1 . . 
= I c- ir1

0 E{CN - A/ ) 
i=l zA 

(6e) 

[0065] Using the tabulated central moments from the 
above table, the statistical bias of the random variable lnN 
is given by: 

1 5 3 251 ( 1 ) 
Bias1,N = - U - 12;i_2 - 4-l' - 120A4 - 0 ;t5 ; 

(6f) 

[0066] where O is represents the coefficient for expansion 
of this series. This result, as will be discussed, can be used 
to guide construction of unbiased sinogram data. A a matter 
of fact, using equation (6), bias of the CT projection data 
defined in equation (4) can be calculated using the above 
result shown in equation (6f) as follows: 

Bias Yi = - B ias1nNi (7) 

1 5 3 251 
=- + -- + -+-- + . 

2N , 12N ~ 4N; 120N ; 

[0067] Equation (7) shows that there exists a bias in the 
sinogram, if N; is only measured once and used for CT 
reconstruction and the magnitude of the bias increases 
monotonically when radiation dose (a quantity linearly 
proportional to N;) is reduced. When the biased sinogram 
data are used to reconstruct CT images, it is no surprise to 
observe bias in CT numbers for both FBP reconstruction and 
for most of the commercially available statistical model­
based iterative reconstruction algorithms. 
[0068] Though others have recognized this bias problem 
in CT number, it doesn't seem to indicate a way to solve 
such a fundamental problem with CT imaging. In its 50-year 

6 

May 4, 2023 

history, this bias has been present and accepted. For rela­
tively high dose CT imaging, as indicated by the amount of 
bias shown in equation (7), the resulted CT number bias can 
be tolerated and accepted in practice, however, in the current 
movement of low dose CT imaging enabled by both CT 
scanner hardware and CT image reconstruction algorithms, 
this statistical bias shown in equation (7) becomes the 
bottleneck in low dose CT technological development. 
Without a systematical way to address this challenge, other 
efforts in low dose CT imaging will not lead to fruitful 
clinical outcome. 

[0069] The present disclosure provides systems and meth­
ods to overcome this inherent bias problem in CT imaging. 
As will be described, an unbiased estimator of CT sinogram 
data can be developed. To develop this unbiased estimator, 
two additional realizations were utilized. First, the bias of 
the classical estimator of CT sinogram data (i.e., equation 
(4), which says 

consists of a summation of terms, as shown in equation (7) 

(
. '\'= Ak) 
i.e., W;=l N{ . 

Second, the statistical biases of the random variable 

is also a summation of terms 

which has the same functional form as that of the biases of 
y, but with different coefficients, BP 

[0070] That is, similar to the calculations of statistical bias 
of lnN, the statistical bias of the random variable N-k can 
also be calculated as : 

B i asNk : = 

= (- 1)' (k -1 + i) ! I ,ti+k i!(k -1)! E{(N--l)' ). 
l=O 

(7a) 

[0071] Using the above equation (7a) and the results in the 
table of mean values of Biases in the material basis of 
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images provided below, the statistical bias of the random 
variable N-k can be readily calculated. The first four are: 

1 2 6 o(l) 
BiasN_, = ;t1 + A' + xi" + A' 

(7b) 

Bias 2 = 2_ + ,!2 + o(2-) 
N ;i_3 ;i_4 ;i_S 

Bias 3 = ~ + o(2-) 
N ,1_4 ,1_5 

Bias,.-4 =a(~) 

[0072] These results were then used to construct the 
unbiased CT sinogram data described hereafter. 
[0073] Again, the present disclosure provides builds upon 
two important recognitions. First, the bias of the classical 
estimator of CT sinogram data (i .e., equation (4), which says 

consists of a summation of terms, as shown in equation (7) 

(
. '\'= Ak) 
i.e.' W=I Nf . 

[0074] Second, the statistical biases of the random vari­
able 

is also a summation of terms 

which has the same functional form as that of the biases of 
Y; but with different coefficients, BF These two key obser­
vations suggest that it is possible to construct an unbiased 
estimator for CT projection data as: 

(8) 

[0075] where the statistical bias in Y; and the statistical 
biases of the terms 

in summation can be canceled out provided that the coeffi­
cients Ck(k=l, 2, ... ) are properly chosen. In practice, the 
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summation can be truncated at the finite order K to ensure 
that the residual statistical bias is only up to the higher orders 

[0076] As one non-limiting example, consider an explicit 
construction for the case of K=4. In this case: 

(9) 

[0077] For this estimator constructions, the corresponding 
statistical bias is given by: 

(10) 

4 1 
4 

( 1 ) (y;) -p,= (y ,) -p, + Ick( ,)=Biasy, + Ick ---;; + BiaS_J__ . 
k= l N ; k=l N; Nk 

[0078] Using the result of BiasY, in equation (7) and the 
calculated statistical biases of terms 

described above, the statistical bias of the newly constructed 
estimator of CT sinogram data in equation (9) is given as: 

(11 ) 

( 
1 ) 1 ( 5 ) 1 ( 3 ) 1 - + C1 - + - + C, + C2 _ 2. + - + 2C1 + 3C2 + C, _

3
. + 

2 N, 12 N , 4 N , 

(
251 ) 1 
120

+ 6C1 + llC2 + 6C, + C4 N;. 

[0079] Therefore, to cancel out the statistical bias in newly 
constructed CT sinogram data, Y;, as shown in equation (9), 
the coefficients C 1 , C2 , C3 , C4 need to be chosen to nullify 
the coefficients for the terms 
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in equation (11). Recognizing this yields the following 
choices: 

1 
C1 = - 2, 

1 
C2 = 12, 
C3 =0, 

1 
C4 =-1 20 ' 

(12) 

[0080] The above choices of coefficients allow us to 
construct, up to the accuracy of 

the unbiased estimator of pi as follows: 

1 1 1 
Yi= Yi - 2Ni + 12N; - 120N; . 

(13) 

[0081] Notably, this is only an example to show the 
process of how an unbiased estimator of the CT sinogram 
data can be obtained using the construction scheme pre­
sented herein. Other, for example, higher-order construc­
tions can be utilized. As an example, the construction up to 
the 7th order as follows: 

1 1 0 1 0 1 (14) 
Yi= Yi - 2Ni + 12N; + N; - 120N; + N ,5 + 252N,6 . 

[0082] Thus, though non-limiting example, equations (13) 
and (14) reflect examples of a new paradigm for CT data. 
Thus, a first closed-form analytical constructions of unbi­
ased CT sinogram data has been provided to address the 
statistical bias problem in CT, including low-dose PCD-CT, 
by using Ni directly. This construct is particularly important 
as dose is decreased because, as shown above, the magni­
tude of the correction terms increases with lower radiation 
dose. 
[0083] The present disclosure recognizes that, in many 
practical applications, it may be sufficiently accurate to only 
keep, for example, the first two terms in the corrected 
sinogram data, namely: 

(1 5) 

[0084] which will be further detailed below and illustrated 
with respect to experimental results. Additionally, the two­
term approximation in equation (15) is often accurate up to 
the order of 
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due to the fact that the coefficient of the third order term, C3 ;, 

equals 0 as shown in equation (12). 
[0085] Referring now to FIG. 3, a flow chart is provided 
setting forth one, non-limiting example of a process 300 for 
creating CT images using the above-described systems and 
methods. The process begins by acquiring or accessing CT 
data at process block 302. That is the CT data may be 
acquired from the object or subject to begin the process, or 
the CT data may have been previously acquired and stored, 
such that it is now access at process block 302. 
[0086] At process block 304, an unbiased estimator is 
utilized to process the CT data. As described above, the 
unbiased estimator may take a variety of forms, as may the 
process for using the unbiased estimator. For example, as 
described above, if dose was of no concern, one could, in 
theory, measure the actual photon number received by the ith 
detector element when an image object is present in the 
beam (NJ Of course, dose always has been and always is a 
concern. Thus, a closed-form, analytical constructions of 
unbiased CT sinogram data, such as described above in 
equations (13), (14), or (15) may be used to facilitate the use 
of single measurement photon number (NJ without impart­
ing bias to the CT data. 
[0087] Then, at process block 306, the CT data may be 
reconstructed into images, such as using FBP or compressed 
sensing, or another reconstruction technique. Finally, the 
images may be displayed, which will have reduced noise 
and/or increased signal when compared to traditional images 
having bias, particularly at lower doses, as described above. 

EXPERIMENTS 

[0088] To validate the above-described systems and meth­
ods for constructing the unbiased sinogram estimator and 
quantify any residual biases in both the sinogram domain 
and the reconstructed CT image domain, the following 
experimental methods and materials were used. 
[0089] The experimental data were acquired using a 
benchtop PCD-CT system. This system was equipped with 
a cadmium telluride (CdTe)-based PCD (XC-Hydra FX50, 
Direct Conversion AB, Sweden) with 5120x60 active pixels, 
each of which has a physical size of 0.1 mmx0.1 mm. The 
PCD was equipped with two adjustable energy thresholds 
and its Cd Te layer had a thickness of 0.75 mm. The PCD was 
operated under the anti-coincidence (a.k.a. anti-charge shar­
ing) mode. No prospective detector pixel binning was 
applied. The x-ray source was a rotating-tungsten anode 
diagnostic x-ray tube (G1952 with B-180H housing, Varian 
Medical Systems, Inc., UT, USA). During all experimental 
acquisitions, the tube was operated under the continuous 
fluoroscopic mode at 120 kV and 2 mA and with the small 
(0.6 mm) focal spot. Other major components of the PCD­
CT system include an 80 kW high frequency generator 
(IndicolO0, CPI Inc., Ontario, Canada), a square-field 
manual collimator, a 0.25 mm copper beam filter, and a 
motorized rotary stage. The source-to-detector distance and 
source-to-isocenter distance of the system are 103.4 cm and 
57.2 cm, respectively. 
[0090] Two image objects were used in this work: the first 
one is the CTP404 module in a Catphan600 phantom (The 
Phantom Laboratory, NY, USA) with an outer diameter of 20 
cm. This phantom module contains multiple cylindrical 
inserts of different materials as shown in FIG. 4, as shown 
in panel (a). In the second image object, six calcium- or 
iodine-containing rods from the Gammex Dual Energy CT 
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(DECT) Characterization Phantom (Model 472, Gammex 
Inc., WI, USA) were placed in a 16 cm diameter acrylic 
cylinder. The calcium or iodine concentrations of the six 
rods are specified in FIG. 4 in panel (b). During PCDCT 
scans of the DECT phantom, the PCD was operated under 
the dual-energy mode with both low- and high-energy 
threshold controllers activated and set at 15 keV and 63 keV, 
respectively. For scans of the Catphan600 phantom, the PCD 
was operated under the non-spectral mode with only the low 
energy threshold activated and set at 15 keV to reject 
electronic noise. Panel (c) shows high energy (HE) bin 
image CT image. Panel ( d) shows a water basis image. Panel 
(e) is an iodine basis image. 

[0091] The PCD-CT acquisitions of each phantom were 
performed at 10 different radiation dose levels. The dose 
level was adjusted by changing the scan time (and thus the 
mAs) of each PCD-CT acquisition. The dose level was 
quantified using the metric of the weighted CT Dose Index 
(CTDiw) and experimentally measured using a 16-cm CTDI 
phantom and a 100-mm pencil chamber (Model 10X6-3CT, 
Radcal Cop., CA, USA). The highest dose level (48 mGy), 
referred to as the reference or 100% dose level, was deter­
mined based on the standard-of-practice CTDI (CTDiw 
value of typical clinical head CT exams at our institution). 
Twenty repeated scans were performed at the 100% dose 
level for each phantom in order to establish the gold stan­
dards for pi in equation (3) and for the CT numbers. The 
other nine reduced-dose levels range from 9 to 36 mGy, 
yielding a dose reduction factor between 25% to 81 %. Three 
repeated scans were performed at each reduced dose level. 
Across all dose levels, the number of projection view angles 
was fixed at 1,200 (uniformly distributed over each 360 
degree full scan). For each dose level, an ensemble of 1,200 
air-scan projections were recorded and averaged to obtain 
N;o· 
[0092] Importantly, when radiation dose level is reduced, 
some PCD pixels, particularly those behind highly attenu­
ating regions of an image object, may register zero count 
(i .e. N;=0). For example, in a raw projection image of the 
Catphan600 phantom, 30 of the 5120x60 detector pixels 
showed zero count. Special attention should be paid to 
zero-count pixels, otherwise one will run into the division­
by-zero problem when implementing the proposed bias 
correction scheme shown in equations (13)-(15). Even for 
the standard log-normalization process without the proposed 
bias correction, equation (4) indicates that special treatments 
of zero-count pixels are needed. 

[0093] Thus, the present disclosure also provides systems 
and methods for addressing this issue. For example, the 
present disclosure provides a procedure 500 for zero-count­
ing pixels corrected using a sub-procedure illustrated in FIG. 
5. The procedure 500 may be used with the process 
described with respect to FIG. 3. The process begins at 
process block 302 by searching and identifying the locations 
of all zero-count pixels in the object-present raw-count 
projection data. Then, at process block 504, for each zero­
count pixel location, a "macro pixel" can be formed locally 
to include that pixel and neighboring pixels, for example, 3 
neighbors. In this non-limiting example of 3 neighbors, the 
raw counts of these 2x2 native pixels can be summed 
together to obtain the count, No, of that macro pixel at 
process block 506. In the unlikely case where all native 
pixels within a macro pixel have zero-counts, the size of the 
macro pixel can be further expanded until N0 >0. 
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[0094] At process block 508, for each macro pixel loca­
tion, the corresponding air-scan count value, N 0 , by sum­
ming N0 of all native pixels within the macro pixel. At 
process block 510, macro-pixel uncorrected sinogram data is 
calculated as 

Then, at process block 512, macro-pixel corrected sinogram 
data is calculated as 

At process block 514, the calculated value of y is assigned 
to each native pixel within the macro-pixel. The process is 
then repeated until all zero-count pixel locations have been 
processed. 
[0095] Since the pixel binning is applied only to zero­
count pixels, its impact on spatial resolution or partial 
volume averaging is minimal compared to global detector 
pixel binning. Note that the bias correction scheme in 
equation (15) is applicable to the macro-pixels, because the 
summation of PCD counts are still Poisson-distributed. The 
average count of the native pixels would not be desirable to 
use in a macro-pixel because the average count is not 
Poisson-distributed and, thus, the correction coefficients 
would need to be modified. As a second note, at process 
block 512, y is preferably assigned to all native pixels within 
each macro-pixel, instead of only to those native pixels with 
zero-count, which will change the expected value of y for 
the macro-pixel and, thus, create a new source of bias. 
[0096] Methods to determine statistical biases in the sino­
gram domain where also experimentally considered. In 
particular, referring to FIG. 6, a graphic illustration is 
provided to show a process for experimental comparison of 
biased CT data with unbiased CT data. For each phantom, a 
reference sinogram, p, 600 was generated by performing 
ensemble averaging 602 of the raw detector counts from 20 
repeated acquisitions 604 at the 100% dose level to get N 
before a log-normalization was applied 600. The reference 
sinogram 600 was used to produce a reference CT image 
606. 
[0097] A plurality of reduced dose acquisitions 608 were 
also acquired. At each reduced dose level, equation (4) was 
applied to the raw detector count to generate the uncorrected 
sinogram, y, 610. This was then reconstructed using filter 
backprojection into uncorrected CT images 612. This was 
then assembled into an uncorrected ensemble image 614 
averaging the uncorrected CT images 612. 
[0098] Using the reduced dose data 608, correction terms 
were generated 616. These correction terms were used to 
correct the uncorrected sinograms 610 to generate corrected 
sinograms 618. Like with the uncorrected data sets, the 
corrected sinograms 618 were reconstructed into corrected 
CT images 620 and averaged into an ensemble image 622. 
[0099] To visually analyze the difference between images 
with and without bias correction, the reference image 606 
was subtracted from the uncorrected ensemble image 614 to 
generate a CT bias image without correction 624. Also, the 
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reference image 606 was subtracted from the corrected 
ensemble image 622 to generate a CT bias image with 
correction 626. As can be clearly seen in FIG. 6, the CT bias 
image without correction 624 shows the phantom, whereas 
the CT bias image with correction 626 removes the phantom 
entirely, meaning that the corrected ensemble image 622 is 
nearly identical to the reference CT image 606. 
[0100] More particularly, statistical biases in the reduced­
dose sinogram 610 were quantified using the Bland-Altman 
(BA) analysis method. First, a total of 1000 pixel locations 
within the shadow of the central region of the image object 
were randomly chosen, where each pixel location corre­
sponded to one point on a BA plot. The horizontal coordinate 
of the point was given by (y+p)/2, while the vertical coor­
dinate was given by y-p. The 95% limits of agreement 
(LoA) were calculated using the average difference ±1.96 
standard deviation of the difference (across the 1000 data 
points). Next, both the raw detector count and y were fed to 
equation (15) to get the bias-corrected sinogram, y, 618 and 
the BA analysis was repeated to study the level of residual 
bias in y. 
[0101] As described, the standard filtered backprojection 
(FBP) algorithm was used to reconstruct PCD-CT images 
from the uncorrected sinogram (y) 612 and the corrected 
sinogram (y) 618. The convolution kernel used in the FBP 
reconstruction was an apodized ramp kernel that is similar to 
the Soft reconstruction algorithm used in GE MDCT sys­
tems . The reconstruction field-of-view (FOV) is 22 cm and 
the reconstruction image matrix size is 512x512. The recon­
struction slice thickness is 2.8 mm. 
[0102] As shown in FIG. 6, CT number biases at each 
reduced dose level were measured by subtracting the 
reduced-dose CT images with the reference CT image. Next, 
circular regions-of-interests (ROis), 40 mm2 each, were 
placed on the difference image at locations corresponding to 
the material inserts in each phantom. The ROI mean±ROI 
standard deviation gave the average ±standard deviation for 
the HU bias for a given material at a given dose level. 
Measurements were performed for both uncorrected and 
bias-corrected CT images. 
[0103] To investigate how statistical biases in the energy­
bin images and the proposed bias correction method impact 
the material quantification accuracy in DECT imaging, 
two-material decomposition was applied to low-energy (LE) 
bin and high-energy (HE) bin PCD-CT images of the DECT 
phantom to generate water and iodine basis images for each 
dose level. The decomposition was performed in the CT 
image domain using the classical matrix-inversion based 
method: the matrix elements were experimentally deter­
mined by scanning three rods of know materials (water and 
15 mg/ml iodine). The water and iodine basis images of each 
reduced dose level were compared with those generated 
from the 100% dose gold-standard LE and HE CT images to 
quantify the statistical biases in the material basis images. 
[0104] FIG. 7 shows differences between reduced-dose 
sinogram and the reference-standard sinogram of the 
Catphan600 phantom. Without the correction provided by 
the present disclosure, there are positive statistical biases in 
the reduced-dose sinogram. In addition, the magnitudes of 
the sinogram biases depend on the object attenuation, 
namely p: as shown in FIG. 7, the highest biases are 
observed at ray locations corresponding to either the center 
of the phantom or the Teflon rod with the highest attenua­
tion. The magnitudes of the sinogram biases also increase 
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with lower radiation dose level. All of these experimental 
observations are consistent with the sinogram bias model in 
equation (7) . 
[0105] For PCD-CT images of the Catphan600 phantom 
acquired at reduced dose levels, the difference images rela­
tive to the reference-standard image are shown in FIG. 8. 
Without the bias correction, the difference images clearly 
demonstrate the existence of CT number bias. The bias is 
more pronounced at lower radiation dose levels; the polarity 
of the bias depends on the polarity of the CT number. For 
example, the positive-HU Teflon rod has a positive bias 
while the native-HU air insert has a negative bias at reduced 
dose levels. 
[0106] Also, FIG. 8 shows that the proposed correction 
method effectively reduced statistical bias in the CT images: 
except stochastic image noise, the difference images shown 
on the right column of FIG. 8 do not show any noticeable 
features of any material inserts . 
[0107] Results of quantitative bias measurements are plot­
ted in FIG. 9 as a function of radiation dose level. These 
quantitative results confirm that without the bias correction, 
CT number biases increase with lower radiation dose level 
and higher contrast level; for a given material insert, the 
polarity of CT number bias is the same as the polarity of the 
insert's HU. After applying the proposed bias correction 
scheme, the CT number biases were reduced to be within 5 
HU for all inserts at all reduced dose levels. In addition, the 
post-correction residual biases have negligible dependence 
on the inserts' material or contrast level. As a result, when 
a HU contrast is measured for a given feature of interest, the 
result is no longer biased compared with the value obtained 
from the 100% dose reference standard image. 
[0108] FIG. 10 shows energy bin images and material 
basis images of the DECT characterization phantom at the 
50% dose level. Without the correction provided by the 
present disclosure, both the LE and HE bin images demon­
strated positive HU biases. Among the 6 inserts, two inserts 
with the highest contrasts (20 mg/ml iodine and 200 mg/ml 
calcium) showed the strongest biases. After the material 
decomposition process, the HU biases were propagated to 
the water and iodine basis images. For each material insert, 
the magnitude of its bias image is correlated to the expected 
signal level in a material image. For example, the 20 mg/ml 
iodine insert with the highest signal in the iodine basis image 
also shows the highest bias in that image. 
[0109] The correction scheme provided herein reduces 
HU biases in the LE and HE bin images, which effectively 
improve the water and iodine quantification accuracy. This 
is demonstrated by both the difference images shown in the 
second row in FIG. 10. 
[0110] As described above and shown in the experimental 
results, reduction of radiation dose levels in CT leads to 
statistical biases in both the sinogram projection data and the 
reconstructed CT images. In the sinogram domain, statistical 
biases in the practically-used projection data 

Nt0 
y;:ln­

N; 

are present as positive quantities as shown in equation (7). 
In other words, the currently-used estimator of the projec­
tion data overestimates the desired form of projection data Pi 
for image reconstruction. Due to the fact that the statistical 
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biases in the sinogram projection data are a sum of terms that 
are inversely proportional to the power of radiation dose 
levels, lower radiation dose leads to higher biases in the 
sinogram data. Furthermore, the magnitudes of the statistical 
biases in the sinogram projection data domain varies from 
one data point to another, which prevented the development 
of robust empirical correction schemes. After the CT recon­
struction is performed, the statistical biases naturally 
migrate from the sinogram domain to the reconstructed CT 
image domain to manifest themselves as CT number biases. 

[0111] It is interesting to note that, in stark contrast to the 
positive biases in the sinogram domain, CT number biases 
can be either positive or negative and the sign of CT number 
biases is determined by the relative contrast of a local image 
feature to its surrounding "background" material. For 
example, an air cavity inside an object generates a negative 
CT number bias while a high contrast bony structure gen­
erates a positive CT number bias. 

[0112] Importantly, systems and methods presented herein 
address the CT number bias issue by constructing an unbi­
ased sinogram data estimator. As a result, the success of the 
method does not depend on the image reconstruction meth­
ods or local image contrast and the techniques is shown to 
be largely independent of radiation dose level as shown in 
results. The technique processes each ray in the sinogram 
domain independently from other rays, which not only 
guarantees the preservation of spatial resolution but allows 
each ray to be processed individually (i.e. in parallel fash­
ion). The non-iterative nature of this analytical correction 
technique further helps reduce the processing time and 
facilitates its future implementation in clinical systems. As 
shown above, the technique effectively eradicates statistical 
biases in both sinogram and CT images. After the correction, 
the residual CT number bias is less than 5 HU which satisfies 
the CT number accuracy recommendations of the American 
College or Radiology CT Quality Control Program. More­
over, the residual biases in the post-correction sinogram and 
CT images no longer depend on the local contrast level. 
Instead, they are globally small and positive offsets over the 
entire domain which are much easier to deal with. 

[0113] It is worth emphasizing that the systems and meth­
ods provided herein address the statistical bias instead of 
deterministic artifacts in sinogram data processing or recon­
struction, although these deterministic artifacts indeed lead 
to inaccurate CT numbers. For example, it is well known 
that beam hardening artifacts, scatter artifacts, cone-beam 
artifacts, truncation artifacts, and other CT artifacts can lead 
to CT number inaccuracies. However, the severity of the 
inaccuracies caused by these deterministic artifacts gener­
ally do not vary with dose levels. Corrections of these 
deterministic artifacts are usually under the assumption that 
the CT number inaccuracies are independent of photon 
statistics. As shown in the left column of FIG. 9, the 
statistical biases discussed in this work can lead to a "cap­
ping" as opposed to "cupping" caused by beam hardening or 
scattering. Additionally, the severity of the capping strongly 
depends on the dose level. This can confound the correction 
of image artifacts under low dose conditions. Although the 
systems and methods provided herein are not specifically 
designed to deal with artifact-induced CT number inaccu­
racies, it decouples and removes statistical biases from other 
sources of CT number inaccuracies, allowing artifacts to be 
better isolated and addressed. 
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[0114] Although the root cause and the correction method 
of CT number bias are presented in the context of PCD-CT 
in the non-limiting examples provided herein, the general 
framework for bias correction can be extended to CT 
systems with energy-integrating detectors (EIDs). For 
example, the moments of the distribution of N, can be 
calculated based on the actual probability mass function of 
the EID outputs, leading to new sets of bias correction 
coefficients ( {Ck}) for EID-based CT systems. Alternatively, 
those correction coefficients can be experimentally deter­
mined by measuring y, at different N, levels. 
[0115] The fundamental CT imaging equation formulated 
in equation (3) requires knowledge of the expected photon 
number at each detector pixel. This requirement is incom­
patible with the clinical image acquisition process, in which 
only a single and stochastic sample of the photon number is 
recorded and used for reconstruction. This violates the 
fundamental CT imaging equation and generates statistical 
biases in the CT numbers, particularly at reduced dose 
levels. The systems and methods provided herein present an 
analytical correction method that effectively reduces CT 
number bias without requiring any knowledge of the 
expected photon number, enabling low-dose CT images to 
match the quantification accuracy as standard-dose images. 
[0116] Therefore, a detailed recognition of the root cause 
of CT number inaccuracy, particularly, at low dose, is 
provided. An effective correction method is provided to 
address this long-standing issue in CT imaging. This cor­
rection scheme and its experimental validation are presented 
in the context of PCD-CTwhich is one of the most important 
technologies for routinely achieving sub-millisievert CT 
scanning. While the reduced noise and improved tissue 
contrast by photon counting detectors can be exploited to 
decrease patient radiation dose, the severe CT number 
inaccuracies at reduced dose levels must be addressed before 
low-dose PCD-CT can be reliably employed in the clinical 
practice. Additionally, for spectral imaging applications of 
PCD-CT such as material decomposition and dual K-edge 
contrast imaging, quantification accuracy depends on an 
unbiased CT number measurement in each energy bin. As 
demonstrated by the experimental results , the correction 
method provided herein not only addresses the CT number 
bias problem but also improves the material quantification 
accuracy in spectral PCD-CT images. 
[0117] As used herein, the phrase "at least one of A, B, and 
C" means at least one of A, at least one of B, and/or at least 
one of C, or any one of A, B, or C or combination of A, B, 
or C. A, B, and C are elements of a list, and A, B, and C may 
be anything contained in the Specification. 
[0118] The present invention has been described in terms 
of one or more preferred embodiments, and it should be 
appreciated that many equivalents, alternatives, variations, 
and modifications, aside from those expressly stated, are 
possible and within the scope of the invention. 

1. A method for creating computed tomography (CT) 
images comprising: 

acquiring or accessing sinogram data; 
determining a photon count for the sinogram data; 
generating unbiased sinogram data from the sinogram 

data using an unbiased estimator and the photon count; 
and 

reconstructing a CT image from the unbiased sinogram 
data. 
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2. The method of claim 1, wherein determining the photon 
count includes determining an actual photon count at each of 
a plurality of detector elements across a field of view. 

3. The method of claim 1, wherein determining the photon 
count includes determining a photon count at all non-zero 
count detector elements. 

4. The method of claim 1, further comprising correcting 
for detector elements indicating a zero photon count. 

5. The method of claim 4, wherein correcting for detector 
elements indicating a zero photon count includes creating a 
respective macro-pixel for each detector element indicating 
a zero photon count and calculating a corrected sinogram for 
the macro-pixel. 

6. The method of claim 1, wherein generating the unbi­
ased sinogram includes selecting coefficients to cancel out 
statistical biases of terms in a mathematical expansion 
relating the sinogram data to the photon count. 

7. The method of claim 1, further comprising generating 
the unbiased sinogram data using at least one of: 

I I 
Yi =yi - 2Ni + 12N; 

I I I 
Yi= Yi - 2Ni + 12N; - 120N;; or 

I I O I O I 
Yi= Yi - 2Ni + 12N; + N l - 120N ,4 + N ,5 + 252N,6; 

wherein Yi is the unbiased sinogram data, Yi is the sino­
gram data, and Ni is the photon count. 

8. A medical imaging system comprising: 
an x-ray source configured to deliver x-rays to an object 

as the x-ray source is rotated about the object; 
a detector having a plurality of detector elements config­

ured to receive the x-rays and generate sinogram data 
therefrom; 

a controller configured to control the x-ray source to 
deliver the x-rays and to receive the sinogram data from 
the detector; 

a processor configured to: 
determine a photon count for the sinogram data for a 

plurality of detector elements; 
generate unbiased sinogram data from the sinogram 

data using an unbiased estimator and the photon 
count; and 

reconstruct a CT image from the unbiased sinogram 
data. 

9. The system of claim 8, wherein the processor is further 
configured to determine the photon count as an actual 
photon count at each of the plurality of detector elements. 

10. The system of claim 8, wherein the processor is 
further configured to determine the photon count by deter­
mining a photon count at all detector elements without a zero 
photon count. 

11. The system of claim 8, wherein the processor is further 
configured to correct for detector elements indicating a zero 
photon count. 
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12. The system of claim 11, wherein the processor is 
further configured to correct for detector elements indicating 
a zero photon count by creating a respective macro-pixel for 
each detector element indicating a zero photon count and 
calculating a corrected sinogram for the macro-pixel. 

13. The system of claim 8, wherein the processor is 
further configured to generate the unbiased sinogram by 
selecting coefficients to cancel out statistical biases of terms 
in a mathematical expansion relating the sinogram data to 
the photon count. 

14. The system of claim 8, wherein the processor is 
further configured to generate the unbiased sinogram data 
using at least one of: 

I I 
Yi =yi - 2N i + 12N ,2; 

I I I 
Yi = Yi - 2N i + 12N ,2 - 120N; ; or 

I I O I O I 
Yi = Yi - 2N i + 12N ,2 + N ( - 120N; + N ,5 + 252N,6; 

wherein Yi is the unbiased sinogram data, Yi is the sino­
gram data, and Ni is the photon count for the plurality 
of detector elements. 

15. A method comprising: 
controlling a computed tomography system to acquire 

biased sinogram data (y;); 
determining a photon count (N;) from the sinogram data; 
generating unbiased sinogram data (y;) using at least one 

of: 

I I 
Yi =Yi -2N i + 12N ,2; 

I I I 
Yi = Yi - 2N i + 12N ,2 - 120N; ; or 

I I O I O I 
Yi = Yi - 2N i + 12N ,2 + N l - 120N ,4 + N ,5 + 252N,6; 

wherein Yi is the sinogram data, and Ni is the photon count 
for the plurality of detector elements; and 

reconstructing an image from the unbiased sinogram data. 
16. The method of claim 15, wherein determining the 

photon count includes determining a photon count for each 
element of the detector used to acquire the sinogram data 
having a non-zero count. 

17. The method of claim 15, further comprising correcting 
for each element indicating a zero photon count. 

18. The method of claim 17, wherein correcting for each 
detector element indicating a zero photon count includes 
creating a respective macro-pixel for each detector element 
indicating the zero photon count and calculating a corrected 
sinogram for the macro-pixel. 

* * * * * 




